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Preface

These are the lecture notes for a two-hours lecture, held by us in the summer semester 2018
at Technische Universitat Berlin. We introduce mathematical concepts and theories for the
rigorous probabilistic analysis of a certain type of a telecommunication system, an multi-hop ad
hoc system. Such a system consists of users, base stations and message trajectories, jumping in
several hops from user to user and/or base station. The term ad hoc expresses the fact that the
messages do not have to jump to a base station directly and from there to their targets, but they
use all the users present in the system for a sequence of hops to reach the target. Such a system
has some advantages over systems that require direct hops to base stations: it does not need to
have many (expensive!) base stations and can potentially absorb and handle more information.
On the other hand, new questions arise, since the operator does not have any control on the
locations of the users, which are decisive for the success of the message transmission: does every
transmitter have always a connection, i.e., is another user available close by? Can this be iterated
until the target has been reached? How long can the message trajectories be chosen, i.e., over
how long distances can messages be transmitted in such a system? Further decisive questions
are about problems coming from interference, i.e., the situation that too many messages are
sent out in a part of the space at the same time, such that they hamper each other’s successful
delivery.

The main source of randomness sits in the locations of the users (in some models also the
locations of the base stations), or in the randomness of the message trajectories. Let us begin
with the user locations. It is generally acknowledged that the most fruitful mathematical model
is the Poisson point process (PPP), a random point cloud model in the d-dimensional euclidean
space without clumping of the points and with a great degree of independence. This model is
very elementary, but gives rise to high-level mathematics, and it can be extended in various
directions by adding many types of features, in order to obtain more realistic models for certain
situations. In Chapter 1, we introduce the PPP and prepare tools for a mathematical analysis.
We also go a bit beyond the basics of the theory of PPPs by discussing a more refined setting,
the Coz process, which is amenable to a more realistic modeling of the telecommunication area
by adding for example a random street system.

The first big circle of questions concerns connectivity, i.e., the question how far messages
can be transmitted via a multi-hop system from Poisson point to Poisson point, where every
step has only a bounded length. In mathematical terms, this is the most fundamental question
of continuum percolation, the question whether or not the PPP admits infinitely long multi-
hop trajectories or not. The main mathematical model here is the Boolean model, which puts
random closed areas around each of the Poisson points and asks about the size of the connected
components of the union of all these areas, in particular for the existence of an unbounded
component. We will introduce the concept and the most important results in Chapter 2. The



2 CONTENTS

material of Chapters 1 and 2 summarizes the basics of a probabilistic theory that is sometimes
called stochastic geometry and is the objective of many specialized lectures on probability because
of its universal value for many models.

In Chapter 3 we now turn to a subject that is quite special for telecommunication, the
interference. We introduce one of the main approaches (if not the main one) to express this
phenomenon in a mathematically rigorous way: by means of the signal-to-interference ratio. We
define the direct transmission of a hop as successful if the signal strength of that hop is larger
than a given technical constant times the sum of all the signal strengths of all the hops that
are present in the system. This induces a quite complex interaction in the PPP and destroys a
great part of the independence, and it creates a new and more realistic connectivity structure.
We introduce this concept in Chapter 3, demonstrate some model calculations and give some
results about the percolation behavior of the resulting random graphs.

We are mostly interested in large systems and their overall behavior in summarizing terms.
Hence, a great part of our mathematical analysis is devoted to asymptotic theories, like ergodic
theorems (extensions of laws of large numbers) and large-deviations analysis. While the former
is widely known and does not need to be introduced here, the latter may be less known in
applications to communication systems. Roughly speaking, this theory provides the basis for
analyzing the probabilities of events with an extremely small probability as a certain parameter
diverges, and also the events themselves. This appears a very natural task for telecommunication
systems, as many events (sometimes called frustration events) of a very low service quality need
to be controlled and understood. In Chapter 4 we introduce the basics of the theory and apply
it to an important setting relevant for telecommunication systems.

The theory developed so far is mainly static and thus can be interpreted as to represent
a snap-shot view on an ad hoc system. In the final Chapter 5 we go beyond this setting by
introducing a class of evolutionary processes on the network. More precisely, we give a short
introduction to the theory of interacting particle systems, which are Markov jump processes in
continuous time. Initially studied in the field of statistical physics, the framework of interacting
particle systems has been subsequently used to model a great variety of situations such as opinion
formation, spread of infections or traffic behavior. In our setting of an ad hoc telecommunications
system, interacting particle systems can for example be used to analyze the random spread of
malware and possible counter measures.

Certainly, there are many important questions that we do not touch in these notes, like
coding questions, movement of the users, the introduction of time in the optimization of message
routing, and much more.

In order to be able to present a useful wealth of material, we are not giving all the details
of the proofs, but restrict at many places to explaining the main idea and strategy. The pre-
requisites that we will be relying on are the contents of two standard lectures on Probability 1
and 2, notably familiarity with calculations involving Poisson random variables, general measure
theory, weak convergence of random variables, conditional expectations, stochastic processes in
discrete and continuous time and the like.

We would like to thank our co-authors and co-workers Christian Hirsch, Andrds Tébids
and Alexander Wapenhans for their contributions to the text and illustrations. This work was
supported by the WIAS Leibniz Group Probabilistic Methods for Mobile Ad-Hoc Networks.

Benedikt Jahnel and Wolfgang Konig
Berlin, in June 2018



Chapter 1

Device locations:
Poisson point processes

In this chapter, we introduce the basic mathematical model for the random locations of many
point-like objects in the Euclidean space, the Poisson point process (PPP). This process will be
used for modeling the places of users (i.e., their devices), additional boxes (supporting devices)
and/or base stations in space. Apart from this interpretation in telecommunication, the PPP
is universally applicable in many situations and is fundamental for the theory of stochastic
geometry. The main assumption is a high degree of statistical independence of all the random
points, which leads to many explicit and tractable formulas and to the validity of many properties
that make a mathematical treatment simple. For these reasons, the PPP is the initial method of
the choice practically in any spatial telecommunication modeling, and the most obvious starting
point for a mathematical analysis. We will frequently refer to this application.

Poisson processes belong to the core subjects of probability theory, and there is a number of
general mathematical introductory and deepening texts on this subject, e.g., [K95] or [LP17], as
well as texts with emphasis towards applications in telecommunication and a chapter on Poisson
processes, like [FMO08, H12, P03]. Much more technical and comprehensive texts about general
point processes are [DVJ03] and [Re87].

1.1 Point processes

In this section, we introduce random point clouds as random variables and discuss briefly some
basics on topology and measurability. See [DVJ03, Appendix A2] and [Re87] for details and
proofs.

To begin with, we fix a dimension d € N and a measurable set D C R¢, which in our
interpretation is the communication area where measurability on R? is considered with respect
to the Borel-sigma algebra B(R?). In D, we assume that a random point cloud X = (X;);cs, with
a random index set I, is given. This is interpreted as the cloud of the locations of the devices
(users, supporting devices, base stations etc.). We would like to have that, with probability one,
these locations do not coincide or accumulate anywhere in D, i.e., that X; # X; for any ¢ # j,
and that any compact subset of D receives only finitely many of the X;. Hence, the index set I
is at most countable. Actually, we do not want to distinguish the points, but indeed look only
at the set X = {X;: i € I} or, equivalently, at the point measure ), ; dx,. In other words, we
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would like to have a random variable X with values in the set
S(D) ={z C D: #(x N A) < oo for any bounded A C D}. (1.1.1)

The elements of S(D) are called locally finite sets, and their point measures are Radon measures,
i.e., measures that assign a finite value to any compact set. We call such an element a point
cloud in D, and we will often make no difference between the set z = {x;: i € I'} and its point
measure » ;. 0y,

Prospectively, we want to describe the distribution of a random point cloud X = (X;);er in
D, which we call a point process, i.e., a random variable with values in S(D). For this, we need
a measurable structure on the state space S(D). We will now introduce two natural ones. Both
have the advantage that they come from some topology, i.e., both ones are Borel-o-algebras.
Hence, it will be enough to introduce topologies. If we consider S(D) as a set of point measures,
then a common way to describe a topology is to test elements of S(D) against a suitable class
of functions. More precisely, we consider functionals of the form

Sya) = (£.30) = [ 10) o) =3 [ F0) @) = Y1) (112

el il iel el

with f: D — R taken from a suitable class of functions. Here we wrote (f, v) for the integral of f
with respect to a measure v. This approach is an adaptation of the well-known characterization
of the weak topology on the set of (probability) measures to the current setting of point measures.
Note that point measures are in general not normalized and in fact often have infinite total mass,
which would render S¢(z) equal to oo for many functions f. It makes more sense to test the
point cloud only in local areas, and this is what we want to do now. The two sets of test
functions are

Cc(D) = the set of continuous functions D — R with compact support

and
M(D) = the set of measurable functions D — R with compact support.

Note that, in the definition of C.(D) and M(D), instead of a compact support, we could equiv-
alently also talk of a bounded support.

Definition 1.1.1 (Vague and 7-topology on S(D)). 1. The vague topology is the smallest
topology on S(D) such that, for any function f € C.(D), the map x — Sy¢(x)is continuous.

2. The T-topology is the smallest topology on S(D) such that, for any function f € M(D),
the map x — Sy(x) is continuous.

Remark 1.1.2. 1. Hence, the vaguely measurable structure on S(D) is given as the coarsest
o-algebra such that all the functionals Sy with f € C.(D) are measurable, and the 7-
measurability is given by the same with f € M(D).

2. Obviously, every vaguely open set is also 7-open, i.e., the T-topology is finer than the vague
one. This implies that every S(D)-valued random variable that is vaguely measurable is
also 7-measurable.
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3. We will in the following, if nothing else is stated, consider the 7-measurability (i.e., the
Borel measurability induced by the 7-topology) and call this just measurability. Hence,
vaguely measurable functions are in particular measurable. As soon as we will consider
convergence in Section 1.7, we will mainly work with vague measurability, since convergence
of integrals against continuous functions are much easier to handle.

4. One can easily extend the above topologies to locally compact topological spaces D, and
we will make use of that later in Section 1.4.

5. Let us note that the theory of point processes can be developed in much greater generality
(see, e.g., [LP17]) where instead of (RY B(R?%)) a general measurable space (W, W) is
considered without any reference to topologies. Then, S(D) is usually replaced by the
space IN of all measures that can be written as a countable sum of measures v with the
property that v(B) € Ny for all B € W. A o-algebra on N can then for example be defined
via generating sets of the form {v € N|: v(B) = k} with B € W,k € Ny. <&

Like in the well-known Portmanteau theorem!, there are a number of useful characterizations
of these topologies. We pick just one. For a given cloud = = (z;)ier € S(D), we denote the
number of its points in a given measurable set A C D by

No(A) = #{i € I: 7 € A} = Sy, (z) € No U {00}, (1.1.3)
where we wrote l4(z) = 1if z € A and 14(z) = 0 otherwise for the indicator function on A.

Lemma 1.1.3 (Characterization of distributions). The distribution of an S(D)-valued random
variable X is uniquely determined by the distributions of all the vectors (Nx(A1),..., Nx(Ag))
with k € N and measurable bounded sets A1, ..., Ar C D.

In analogy with stochastic processes with parameter set Ny instead of D, one can see these
vectors as defining the finite-dimensional distributions of the point process X.

Another important characterization of the distribution of an S(D)-valued random variable
X is in terms of its Laplace transform defined by

Lx(f) = Ele™ Zier FX9] e [0, 1], f: D — [0, 00) measurable. (1.1.4)

Lemma 1.1.4 (Laplace transform fixes distributions). The distribution of an S(D)-valued ran-
dom variable X is uniquely determined by its Laplace transform for all measurable nonnegative
functions f with compact support.

Remark 1.1.5. There are obvious analogues to Lemma 1.1.3 and 1.1.4 for vague measurability,
where the boundaries of the sets Aq,..., Ay are required to be nullsets with respect to the
Lebesgue measure on D, respectively where the Laplace transform is taken only for continuous
nonnegative functions f with compact support. &

For describing the distribution of a random point cloud, it appears natural to do this in
terms of a measure p on D, which gives a first rough idea how many points of X are located in
a given set.

!The Portmanteau theorem states that weak convergence of probability measures (defined by convergence of all
the integrals against continuous bounded functions) is equivalent to convergence of their masses of any measurable
set whose boundary is a nullset with respect to the limiting measure.
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Definition 1.1.6 (Intensity measure). The intensity measure p of a random point cloud X in
D is defined by
w(A) = E[Nx(A4)], A C D measurable. (1.1.5)

However, the intensity measure is by far not enough to fully characterize the distribution of
the random point process X.

An important large class of random point clouds are the stationary ones. By A + z =
{a + z: a € A} we denote the spatial shift by z € R? of a set A C R%.

Definition 1.1.7 (Stationary random point clouds). A random point cloud X in R? (more
precisely, its distribution) is called stationary if its distribution is identical to the one of X + z
for any z € R%.

Observe that the term makes sense only for D = R?. Sometimes, the term homogeneous
is used instead of stationarity. The intensity measure of a stationary random point cloud is
invariant under shifts and therefore equal to a multiple of the Lebesgue measure on R?, which
we will denote by Leb in the sequel.

Lemma 1.1.8 (Intensity of stationary point processes). Let X be a point process on R® with
intensity measure u such that u([0,1]9) < oo. If X is stationary, then pu = ALeb with \ =

([0, 1]%).

Proof. By stationarity u(B 4+ z) = u(B) for all measurable B ¢ R? and z € R?, but ALeb is the
only measure with these two properties. ]

1.2 Definition and first properties of the Poisson point process

In this section, we introduce a very particular random point process, which is characterized by
a very high degree of independence.

Definition 1.2.1 (Poisson point process). Let p be a measure on D that gives finite values for
any bounded subset, i.e., a Radon measure. We call the random point process X a Poisson point
process (PPP) with intensity measure p if, for any k € N and any pairwise disjoint bounded
measurable sets A1,...,Ar C D, the counting variables Nx(A1),..., Nx(Ag) are independent

Poisson-distributed random variables with parameters u(Ay), ..., u(Ax), i.e., if
k (A,
P(Ng (A1) = ni, ..., Nx(Ag) = ng) = [e_“(Ai)'u Sl mmeeNo (12.0)

=1

In Figure 1.2.1 we present a realization of a PPP. Let us further make a number of comments:

Remark 1.2.2. 1. We can certainly also drop the set D, i.e., put it equal to R%, since the
dependence on D can be absorbed in . Indeed, a measure p on D can be trivially extended
to a measure on R? with the value zero, and the PPPs that are induced by p on D and
the one that is induced by its extension on R? are equal to each other in distribution, after
restricting to D.
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Figure 1.2.1: Realization of a stationary PPP.

2. From Lemma 1.1.3 it follows that each Radon measure on R? is the intensity measure of
a unique PPP, up to distribution.

3. It is clear that the space D (or R%) can be widely be generalized for Definition 1.2.1 to
make sense; in fact we need only a measure p on an arbitrary measurable space D that
can be written as a countable sum of finite measures on D, see, e.g., [LP17]. For our
setting of point processes, based on (1.1.1), we need to assume that D is a locally compact
topological space.

4. What we called the intensity measure of a PPP in Definition 1.2.1 is consistent with
Definition 1.1.6, as is seen easily. &

May be here is a good point to recall and collect some important properties of the Poisson
distribution.

Remark 1.2.3 (The Poisson distribution). The Poisson distribution with parameter « € (0, o),
or a Poisson-distributed random variable N with parameter «, is given by Po,(k) = P(N =

k

k) = e *% for k € Ng. It has expectation and variance equal to . Here are more interesting

properties:
1. Its generating function is ) ;. Po,(k)s* =E[sV] = e~ (179 for s € [0, o0).

2. Its Laplace transform is Lo (r) = Y pen, Poa(k)e™™ = E[e™™V] = exp{a(e™ — 1)} for
r € [0,00).

3. The sum of an arbitrary finite number of independent Poisson-distributed random vari-
ables is also Poisson-distributed, and the parameter is the sum of the parameters of the
summands.

4. The Poisson limit theorem states that the distribution of a sum of n independent Binomial-
distributed random variables with parameter a/n converges towards Po, as n — oo.
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5. Given a Poisson-distributed random variable N with parameter a and independent and
identically distributed (i.i.d.) Bernoulli random variables Y7,..., Yy with parameter p,
then ZZJ\L 1 Y; is Poisson-distributed with parameter po.

6. If N is Poisson-distributed with parameter at with a,t > 0, then P(N > k) = P(E; +
«o-+ By < t) for any k € N, where (E;);en is a sequence of i.i.d. variables having the
exponential distribution with parameter «.

The superposition principle 5. is the main reason why the Poisson distribution is the ’'right’
distribution for the PPP, which can be seen by considering the distribution of the PPP non-
disjoint sets. &

Definition 1.2.1 is only in terms of the counting variables Nx(A), but we would like to have
the object X also as an explicit S(D)-valued random variable. This is provided by the following
construction.

Lemma 1.2.4 (Construction of a PPP). Assume that u is a measure on D with u(D) € (0,00).
Let N(D) be a Poisson random variable with parameter u(D). Put I = {1,...,N(D)}. Given
N(D), let X = (Xi)ier be a collection of independent random points in D with distribution
w(-)/pu(D). Then the counting variables defined in (1.1.3) form a PPP with intensity measure p
in the sense of Definition 1.2.1.

This construction works a priori only for finite intensity measures, but if y is infinite, but
o-finite, then one can decompose D into countably many measurable sets with finite y-measure,
construct the point process on the partial sets according to Lemma 1.2.4 independently and
put all these point processes together in order to obtain a PPP with intensity measure p on D.
It is an exercise to show that this construction works and that the resulting point process is
independent of the chosen decomposition of D; this is basically the proof of Lemma 1.2.8 below.

Remark 1.2.5 (Absolutely continuous intensity measures). If u has a Lebesgue density, more
generally if it has no atoms (sites z € D with p({z}) > 0), then it is easy to see that the points
of the corresponding PPP are almost surely located at mutually distinct sites, i.e., X; # X for
any i # j. Since we want to model the locations of human beings, we will assume this in most
of the following. &

Example 1.2.6. 1. The standard PPP on D = R? is obtained for the intensity measure
ALeb, where A € (0,00) is the intensity. Since Leb is shift-invariant, the corresponding
point process is stationary (see Definition 1.1.7) and often referred to as a homogeneous
PPP. Actually, since ALeb is the only shift-invariant measure on R¢, every shift-invariant
PPP has this as its intensity measure for some A\ € (0, 00), see Lemma 1.1.8. Furthermore,
its distribution is also isotropic, i.e., rotationally invariant.

2. For D = Z% and p the counting measure on D, the corresponding PPP is a discrete variant
of the standard PPP. It is obtained by realizing independent and identically distributed
Poisson variables for each z € Z% and putting that number of points into z. Alternatively,
one can, for any finite set A C Z%, generate a Poisson random variable N (A) with parameter
#A, and distribute N(A) points independently and uniformly over A, decompose Z? into
such sets and add all these points independently in all of Z%; the resulting superposition
is the desired PPP.
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3. If we want to model the locations of users in a given city D, then p should reflect areas
with low density like lakes, forest and fields, where the Lebesgue density of u should be
low, and high densities like highly frequented areas and places, where it should be high.

4. The one-dimensional standard PPP has enormous importance in the modeling of random
times, in particular in the theory of time-homogeneous Markov chains in continuous time.
For d = 1, another interesting characterization of the PPP is possible: the distances of
neighboring pairs of points of the PPP are i.i.d. exponentially distributed random variables
with the same parameter as the PPP has; see also the last property that we mention in
Remark 1.2.3. This is directly connected with the famous property of memorylessness of
the process of times at which the points appear, see also Chapter 5. However, we will not
elaborate on these nice properties here, since we are mainly interested in d > 2. &

Example 1.2.7 (Contact distance). The contact distance of a space point u € D to a set
x=A{x;:i€l} eS(D) is defined by

dist(u, x) = inf{||u — x;||: i € I}. (1.2.2)

This is the radius of the largest ball around u that contains no point of z. If X is a PPP with
intensity measure pu, then the distribution function of dist(u, X) is easy to find:

P(dist(u, X) < ) = P(By(u) N X # 0) = 1 — P(Nx(B,(u)) = 0) = 1 — e #Br@)  (123)
where B, (u) is the open ball around u with radius 7. <&

Let us derive some important and simple properties of Poisson point processes. First, we
identify the distribution of the superposition of independent such processes.

Lemma 1.2.8 (Superposition of PPPs). Let p; and pg be two measures on D and let XV =
(Xi(l))igl and X® = (Xf))z‘elg be independent PPPs with intensity measures j1 and pi2, respec-
tively. Then, {X{":i€ I} U{X® i€ I} is a PPP with intensity measure {11 + ps.

The proof uses the well-known property of the sum of independent Poisson random variables
to be again Poisson, see Remark 1.2.3. An extension to superpositions of countably many
independent PPPs is straightforward.

Another operation that goes well with PPPs is random thinning, i.e., the random removal
of some of the points.

Lemma 1.2.9 (Random thinning of PPPs). Let X = (X;);e;r be a PPP in D with intensity
measure (. With a probability p € [0, 1], given X, we keep independently any of the particles X;.
Then, the remains are a PPP with intensity measure pp.

Also proving this is an elementary exercise, which is based on Property (5) in Remark 1.2.3.

Now we can easily realize many PPPs on one probability space with many different intensity
measures:

Corollary 1.2.10 (Realization of superpositions). Let u be a measure on D with u(D) € (0, 00),
then we can, for any p € [0, 1], construct the PPPs with intensity measure pu on one probability
space as follows: Given a Poisson-distributed random variable N with parameter u(D), we
pick N i.i.d. random sites Xi,..., Xy in D with distribution p/u(D) and N i.i.d. random
variables Uy, ..., Uy that are uniformly distributed on [0, 1], independently of X1,...,Xn. Then
{Xi: U; < p} is a PPP with intensity measure pp.
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Here is another, quite general, way to construct a PPP out of another one: by a measurable
mapping.

Theorem 1.2.11 (Mapping theorem). Let X = (X;);er be a PPP with intensity measure j on
D C RY, and let f: D — R® be a measurable map. Then, f(X) = (f(X;))ies is a PPP in R®
with intensity measure po f~1.

Let us note that, in the context of telecommunications, in order to avoid that the image
PPP has an intensity measure which is not atom-less, we must assume that u(f~1({y})) = 0 for
any y € R,

In some situations, the following formulas may be useful. Their proofs are exercises.

Lemma 1.2.12. Let X be a PPP on D with intensity measure p such that p(D) € (0,00).
Then, for any measurable function f: S(D) — [0, 00),

E[f(X)] :e_“(D)f(ﬁ)wLe_“(D)Z;'/ f({ml,...,xn}) PO (d(x1, ... 20)).
neN Dbn

Lemma 1.2.13. Let X be a PPP on D with intensity measure u, and let Ay and As be two
measurable subsets of D with (A1), u(Az2) < oo, then the covariance of Nx(A1) and Nx(Asz) is
equal to p(Ar N Ag).

1.3 The Campbell moment formulas

As always, we let D C R% be a measurable (bounded or unbounded) subset of R, the com-
munication area. In Section 1.1, we defined two topologies on S(D) by means of the maps
x = Sp(x) = Y i f(w) (see (1.1.2)) for certain functions f: D — R. Hence, the expectation
E[S;(X)] will be an important tool for characterizing the distribution of a random point process
X. We will give a formula for this.

Furthermore, the Laplace transform Lx(f) (see (1.1.4)) turned out in Lemma 1.1.4 to
uniquely determine the distribution of a random point process X, hence it will also be use-
ful to have explicit formulas for this. This functional has the great advantage that it always
yields a finite value for nonnegative functions f and has very nice properties with respect to con-
vergence of the point process, as an application of the bounded convergence theorem is always
possible, see Section 1.7. We will also give a handy formula for this in the case of a PPP.

Theorem 1.3.1 (Campbell’s theorem). Let X be a point process on D with intensity measure
w, and let f: D — R be integrable with respect to p, then

B(S,(0] = [ f(a) n(d). (1:3.1)

If X is even a PPP, then for nonnegative f,
Lx(f) = E[e5r®)] = exp ( / (e=f@ — 1) M(daz)). (1.3.2)
D

The proofs are easily done with the help of a measure-theoretic induction and the fact that
E[e~"] = exp (A(e™7 —1)) for any Poisson-distributed random variable Y with parameter A > 0
and any v € R.
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1.4 Marked Poisson point processes

To each of the points in a point process, we may add some individual information, which may
also be random. In a model for the locations for the users, this may be the strength of the
transmitted signal sent out from the location of this user, or the fact whether or not the user is
sending or receiving, and much more. We call this additional information the mark of the user.
Hence, a marked point process in D is nothing but a random element of S(D x M), where M is
the set of marks, and we extended the definition of S(D) in (1.1.1) in an obvious way. We will
write an element always of S(D x M) as {(x;,m;): i € I'} or as the point measure ) ;. 6z, m,)
and call m; the mark of x;.

In order to be able to use the notion of (1.1.1) in this way, we need to give M a topological
structure and equip it with the corresponding Borel-o algebra B(M). In order that we can
use the topologies introduced in Section 1.1, we also assume that M is locally compact (see
Remark 1.1.2(4).) We call (M, B(M)) the mark space. We could equip it with a probability
measure and can introduce a marked point process in which all the marks are independent of
the users that they are attached to, but we would like to admit a spatial dependence. For doing
this in a mathematically correct way, we need a probability kernel K: D x M — [0,1], i.e., a
map such that K(z,-) is a probability measure on (M, B(M)) for any x € D and K(-,G) is
measurable for any G € B(M). Then K (z;,-) is the distribution of the mark that is attached
to the point z;, and it may therefore depend on this point, but not on the index i. We keep the
assumption that all the marks are independent and obtain the following notion.

Definition 1.4.1 (Marked PPP). Let X = (X;);cr be a PPP in D with finite intensity measure
w, and let (M, B(M)) be a measurable space, the mark space. Furthermore, let K be a probability
kernel from D to M. Given X, let (m;);er be an independent collection of M-valued random
variables with distribution ®;erK(X;,:) (where the i-th factor acts on m;). Then, the point
process X = ((Xi,mq))ier in D x M (respectively, the point process Y ;c; 0(x, m,)) is called a
K-marked Poisson point process (K-MPPP) or ¢ K-marking of the PPP X.

If K does not depend on the first argument, then (m;);cr is even an i.i.d. collection, given
X, and then one calls (M, B(M), K) the mark space. We correspond to this marking as an
independent marking. Let us calculate the Laplace transform of an MPPP.

Lemma 1.4.2 (Laplace transform of an MPPP). The Laplace transform of the K-marking Xg
in Definition 1.4.1 is given by

Lx, (9) = Lx(9"), g: D x M — [0,00) measurable and compactly supported, (1.4.1)

where

g (x) = —log (/M e~ 9(®Y) K(:L“,dy)), x € D. (1.4.2)

Proof. We use the so-called tower property of conditional expectations and the independence

]

over ¢ to see that
Ly (9) = E[e_ Zie’g(x“mi)} = E[He_g(Xi’mi)} =E [E{He_g(&-,mi)
el el
= E[HE[e*Q(Xi,mi) ’ X’H '
el
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Observe that
E [efg(Xi,mi)

M

Substituting this yields the assertion. O

Now let us come back to the assumption that the mark space M is a locally compact
topological space, see the remarks at the beginning of this section. Then Lemma 1.4.2 easily
implies that the K-MPPP X is nothing but a usual PPP on D x M with intensity measure
1 ® K 2, where we slightly extended Definition 1.2.1 in the spirit of Remark 1.2.2(3).

Theorem 1.4.3 (Marking theorem). Let the situation of Definition 1.4.1 be given, and assume
that (M, B(M)) s locally compact and is equipped with the Borel-o-algebra. Then X is in
distribution equal to the PPP on D x M with intensity measure u ® K.

Proof. From the last assertion in Remark 1.1.1, we know that the distribution of a point process
in D x M is uniquely determined by its Laplace transform. Hence, we only have to show that the
Laplace transform of a PPP with intensity measure p® K is identical to the one of a K-MPPP.
Apply (1.3.2) to Lemma 1.4.2 to see that

£x(a) = e ([ @@ —nuan) =exo ([ ([ Kle.ayeson <1)uan)
= exp // e~ 9(@Y) —1) p(dz)K (z, dy))
ex (/DXM( ~Dd(e K)).

Now consult (1.3.2) once more (for D x M instead of D) to see that this is the Laplace transform
of a PPP with intensity measure p ® K. O

Having seen this, it is also clear that, it is not necessary to normalize K, since one can
construct a realization of such a PPP also by first taking X as a PPP with intensity measure
K(M)p and then pick the marks with distribution K/K(M). The reason is that, for any

€ (0,00), the measures cu ® K/c and p ® K coincide.

It is also clear that, for any K-marked PPP {(X;, m;): i € I} with intensity measure p and
mark measure K, the projected process {X;: i € I} is a PPP with intensity measure p.

Example 1.4.4. Since the d-dimensional Lebesgue measure is the d-fold product measure of
the one-dimensional Lebesgue measure, one could think that the standard PPP in R? can be
seen as a marked PPP in R9"! with marks in R. However, since the Lebesgue measure on R
is not finite, this is not covered by Definition 1.4.1. If the last factor R is replaced by some
bounded measurable set and the Lebesgue measure by the restriction, then this interpretation
is correct. &

*Note that the measure p ® K is defined by 1 ® K(B) = [0, u(da) K(z, BYY), where BV = {z € D: 3y €
M: (z,y) € B} and By = {y € M: (z,9) € B}.
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1.5 Conditioning: the Palm version

Let X be a stationary point process on R¢ that is, the distribution of X equals the one of X + z
for any z € R?. We would like to imagine that we are standing in one of the points X; € X of the
process and watch the other points from there. In other words, we are interested in the process
X — X;, seen from the perspective of X;. To be sure, this point X; should be a typical one,
i.e., not a point that is sampled according to any specific criterion. Since we are in a stationary
setting, the randomly chosen point X; can be assumed to be located at the origin. Hence, as
we will explain heuristically below, we would like to look at the conditional version of X given
0 € X. The definition of this object needs some care, since the event {0 € X} has probability
zero for stationary processes. The mathematically sound setup for this is Palm theory. Let us
start by giving the associated existence and uniqueness result including the proof.

Theorem 1.5.1 (Refined Campbell theorem). Suppose that X is a stationary point process on
S(RY) with finite positive intensity X\. Then, there exists a unique probability measure P° on

S(RY) such that
)\_IE[Z f(X:, X — XZ)} = /E’O[f(x, )] de, f: R x S(RY) — [0, 00) measurable. (1.5.1)
i€l

The measure P° is called the Palm distribution of X.

Proof. We prove the statement for f = 1y for bounded measurable B ¢ R% A C S(Rd). The
full statement then follows by the usual monotone class arguments. We define

va(B) = E[Z 1{X; € BMI{X - X, € A}]
i€l
Then, by stationarity,
va(B+2) = E[Z]I{Xi _2eBM{X-X € A}]
el

- E[Z]I{Xi eBM{X X, ¢ A}} = vu(B),
el

and thus v4 is also stationary. Further, since v4(B) < E(Nx(B)) = A|B|, v4 is also locally finite
and thus v4 must be equivalent to AyLeb with Ay = v4(]0,1]%). Then, defining the probability
measure PY(A) = A4/), we have

E[Z]I{Xi € B}L{X - X; € A}] = AP°(4)|B.
el
Conversely, for B C R? with 0 < |B| < oo, the equality (1.5.1) yields
PO(A) = (A|B\)*1E[Z 1{X; € BM{X - X; € A}],
el

which shows uniqueness. O
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Remark 1.5.2. 1. It is convenient to introduce an S(R)-valued random variable X* with
distribution P on the original probability space. For example, if f does not depend on z,
we write

MY F(X - X)| = ELF(X).
i€l

2. Let us provide some illustration and interpretation for the Palm distribution. The lL.h.s. of
equation (1.5.1) can be interpreted as the probability of an event for X, seen from a ’typical’
user X; € X, i.e., from a user that is picked uniformly at random. But what means
‘uniformly’ for an infinite point cloud? And what about the r.h.s. of (1.5.1)7 To give some
substance to the idea of picking a ‘typical’ point, we pick X; uniformly at random from
the stationary point process X with intensity measure ALeb for some A € (0, 00), in some
compact set A with positive Lebesgue measure, say a centered box. That is, we consider
the distribution of ), ; dx,(A)dx—_x,}, properly normalized. Note that the normalization
is 1/E[>;c; 0x,(A)] = 1/E[Nx(A)] = 1/ALeb(A). The probability of an event I' in S(R?)
is then equal to

ALeb [Zax X — XGF}}

Actually, it turns out that this does not depend on A. Indeed, considering a partition
(Dk)1<k<n of A consisting of connected Lebesgue-positive sets, we can rewrite this as

ZE[ZéX (Dp)1{X — X, € T} ‘ Nx(Dy) > o} P(Nx(Dy,) > 0).

ALeb( ey

Now, considering the limit of finer and finer partitions, we observe that P(Nx(Dy) > 0) =
A Dg|+ o(A|Dg|) and thus the above sum, in the spirit of a Riemann sum, should converge
to a limiting expression of the form

)Le]la(A))\/AE[]l{X —z €T}z € X] da. (1.5.2)

Now, by translation invariance, E[1{X —z € T'}|z € X] = P(X € I'|o € X), where we write
o for the origin. We arrive at the heuristic equality

[Zax X — Xer}] P(X € [jo € X).

Note that the right-hand side is independent of A. The equality explains heuristically
the relationship between the idea of a PPP seen from a typical point and the process
conditioned on having a point at the origin. The distribution P(X € -Jo € X) = P%(-) =
P(X* € -) is then the Palm version of the distribution of X.

3. Following the same line of ideas, a closely related result can be formulated, called the
reduced Campbell-Little-Mecke formula, which does not use stationarity. It states the
existence of the reduced Palm distribution P, for x € R that is characterized by the
equation

B[S 6%~ 0x)] = [ B (o) uldo),
el
where p is the intensity measure of X. Note that here the process is not shifted but rather
a random point is removed, compare also to the expression (1.5.2). <&
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Theorem 1.5.1 is formulated for general stationary point processes. In the special case of a
homogeneous PPP, the Palm distribution has a particularly simple form, as can be understood
from the following argument. Since the event {0 € X} has measure zero under the PPP X, we
instead condition, for some € > 0, on the event { Nx(B:(0)) = 1} (which has positive probability)
and perform the limit € | 0. Let us see what this gives for a counting variable Nx(A) for some
bounded open 0 € A C R%. Then,

_ P(Vx(A\ B:(0)) =n —1, Nx(B:(0)) = 1)
P(Nx(B:(0)) = 1)

=P(Nx(A\ B:(0)) =n—1)

= P(Nx(A\{0}) = n — 1) = P(Nxuqoy(4) = n)

P(Nx(A) =n | Nx(B:(0)) = 1)

as € | 0. This suggests that the limiting conditioned process should be nothing but the process
X U {0}. This is made precise in the following result. It states that Poisson processes are even
characterized by this property.

Theorem 1.5.3 (Stationary Mecke-Slivnyak theorem). Let X be a stationary point process with
intensity A > 0. Then, X is a PPP if and only if

E[f(X*)] =E[f(XU{0})], f: S(RY) — [0, 00) measurable.

Remark 1.5.4. 1. The stationary Mecke-Slivnyak theorem is a special case of the more gen-
eral Mecke-Slivnyak theorem, which does not use stationarity but some mild assumptions
on the intensity measure p. It states that a PPP X is characterized by the equation

E[Zf(xi,X)] :/E[f(m,XU{x})] p(dz),  f:RIxSERY = [0,00)  (1.5.3)

el
In other words, for PPP, the reduced Palm distribution is equal to the original distribution.

2. The Mecke-Slivnyak theorem can also be seen as a generalization of Campbell’s theo-
rem 1.3.1, which considers functions f(X;,X) = f(X;) not depending on X. &

Example 1.5.5 (Contact distance distribution for homogeneous PPPs). Recall from Remark 1.2.7
the contact distance dist(u, z) of a space point u € D to a point set = = {z;: i € I} € S(D).
If X is a homogeneous PPP with intensity A, then P(dist(u,X) < r) = P(dist(o,X*) < r) for
all u € D. In words, the distance of a typical point from a homogeneous PPP to its nearest
neighbor in the PPP is distributed exactly as the distance from any fixed point. &

1.6 Random intensity measures: Cox point processes

Modeling a system of telecommunication devices in space via a homogeneous PPP represents a
situation where no information about the environment or any preferred behavior of the devices
is available. To some degree this can be compensated by the use of a non-homogeneous PPP
with intensity measure p, where now areas can be equipped with higher or lower user density.
Thereby we leave the mathematically nicer setting of spatial stationarity, but at least we keep
the spatial independence. Nevertheless, also the independence of devices is an assumption that is
often violated in the real world and user behavior is usually correlated. One way to incorporate
dependencies into the distribution of devices in space is to use Coz point processes.
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In simple words, a Cox point processes is a PPP with random intensity measure A. The
directing random measure A can be interpreted as a random environment and the resulting
processes is thus constructed via a two-step stochastic procedure. More specifically, let D ¢ R¢
be a measurable set, and we assume A to be a random element of the space of all o-finite measures
M(D) on D equipped with the smallest sigma algebra such that all evaluation mappings u +—
w(B) from M(D) to [0,00] are measurable for all measurable B C D. We call such A a random
measure on D.

Definition 1.6.1 (Cox point processes). Let A be a random measure on D, then the PPP X
with random intensity measure A is called a Cox point process directed by A.

For a realization of Cox point process see Figure 1.6.1. Let us make some comments.

Remark 1.6.2 (Properties of Cox point processes). 1. The expected number of points in a
measurable volume A C D is given by the expected intensity of A4, i.e.,

E[Nx(A)] = E[E[Nx(A)|A]] = E[A(A)].
2. The Laplace transform of a Cox point process is given by
Lx(f) = Ele5r®] = E[exp (/ (e~ @ _1) A(dm))], (1.6.1)
D

for all measurable f: D — [0, 00). &

The theory of Cox point processes provides a broad setting for modeling interesting spatial
telecommunication systems.

Example 1.6.3 (Absolutely continuous random fields). A large class of random environments
A is given by measures having a non-negative random field ¢ = {/, } cra as a Lebesgue density,
ie., A(dz) = £, dz. On RY one often assumes £ to be stationary. For example, this includes
random measures modulated by a random closed set E, see [CSKM13, Section 5.2.2]. Here,
by = M1{z € E} + o1{x ¢ Z} with parameters A\, A2 > 0. For instance, = could be given
by the Boolean model UjeJ B,(Y;) of a PPP (Y})jes, see Chapter 2, interpreted as a random
configuration of hot spots. Another important example is a random measure induced by a
shot-noise field®, see [CSKM13, Section 5.6]. Here, £, = > jes k(z —Yj) for some non-negative
integrable kernel k: R? — [0, 00) with compact support and a PPP (Y;) jed- <&

Example 1.6.4 (Random street systems). Very interesting for a realistic modeling of an urban
area is a random environment A that is defined as the restriction of the Lebesgue measure to a
random segment process S in R?, we think of d = 2. That is, S is a point process in the space
of line segments [CSKM13, Chapter 8], which we want to assume as stationary for simplicity.
Observe that S is a union of one-dimensional subsets, in particular a nullset with respect to the
two-dimensional Lebesgue measure. However, there is a natural measure vy on S that attaches
a finite and positive value to each bounded non-trivial line segment (indeed, its length). This
measure is the one-dimensional Hausdorff measure v; on S. Then we put A(dz) = v1(SNdx) and
obtain a random measure on R? that is concentrated on S. Indeed, this random environment A
is singular with respect to the two-dimensional Lebesgue measure.

3The name shot noise = Schroteffekt comes from the choice of k as a Gaussian-shaped function, which ap-
proaches the outcome of a lead shot.
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There are a number of interesting choices of .S, some of which have high relevance as models
for street systems of cities. In Remark 1.6.5 we introduce several tessellations, the Poisson-
Voronoi, Poisson-Delaunay and the Poisson line tessellations. See also Figure 1.6.1 for an illus-
tration. S
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Figure 1.6.1: Realization of the Gilbert graph, see Chapter 2, of users confined to a street system
given by a Poisson-Voronoi tessellation.

Remark 1.6.5 (Tessellations). Prominent examples of singular random environments as in
Example 1.6.4 are given by directing random measures A derived from some tessellation process
S. These random tessellations are also of independent interest and can be used in a number of
seemingly unrelated branches of mathematics, such as numerical methods for partial differential
equations.

The most common one is the Poisson- Voronoi tessellation (PVT), which we introduce now.
Consider a PPP X = (Xj);er in D. We assign to each X; € X the cell

2X:) = 2(Xi, X) = {x €D: ||z — X;| < inf ||z — Xju}. (1.6.2)
jeIl

In words, the interior of z(X;) contains all points in D that are closer to X; than to any other
point in X. Now, D is partitioned into cell interiors and cell boundaries, which motivates the
term tessellation. It can be proved that the cell boundaries are polygon lines. See Figure 1.6.2
on the left for an illustration. If the underlying PPP X is homogeneous, then the distribution of
the PVT is translation invariant and isotropic, i.e., invariant with respect to rotations around
the origin. A number of important characteristics of the PV'T, such as the expected cell volume
etc., can be calculated from the intensity of X, see [OBSC00, Table 5.1.1].

In telecommunication applications, one can see X; as the location of a base station and
z(X;) as its serving zone, but this is not the interpretation that we are after here. Instead, we
interpret S as a random street system, and indeed there is some statistical evidence indicating
that Poisson-Voronoi tessellations give decent fits to street systems in central European cities.

Let us mention two more examples of tessellation processes. First, the Poisson-Delaunay
tessellation (PDT) is the dual tessellation corresponding to the PVT. Here line segments are
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drawn such that any two cell centers X; are connected by a line if and only if this line crosses
exactly one cell boundary (or face in higher dimensions) in the PVT S. The PDT naturally has
very similar locality properties as PVT, but completely different behavior for examples of its
vertex degree. More precisely, the typical Poisson-Voronoi cell has 6 line segments leading to
a degree of 6 for the typical Poisson-Delaunay vertex. But, in the PVT, with probability one,
only 3 line segments meet in a vertex. See Figure 1.6.2 on the right for an illustration.
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Figure 1.6.2: Realizations of the PVT (left) and PDT (right).

Second, as another example of a tessellation process with relevance to telecommunications,
let us mention Manhattan grids (MG), with the particular example of the rectangular Poisson
line process (RPLT). The RPLT consists of perpendicular lines through the points of independent
Poisson point processes representing landmarks along each axis in R?. Despite its popularity
in stochastic geometry, this model has the serious drawback of only being able to represent
street systems where the distance between successive streets is exponentially distributed. This
constraint can be removed by replacing the Poisson renewal process by a stationary renewal
process, that is, by a renewal process that is statistically invariant under shifts along the axis.
See Figure 1.6.3 on the left for an illustration. The MG can be further refined by putting
additional rectangular lines inside the boxes given by the MG. This construction gives rise
nested Manhattan grids (NMG), see Figure 1.6.3 on the right for an illustration. )

Often, a key to the mathematical analysis of Cox point processes is their mixing properties:
how strong and how far reaching are spatial stochastic dependencies? In the remainder of this
section we introduce the concept of stability as a tool to measures these dependencies. We denote
by Ap the restriction of a measure A to a set B C R?. Further, let Q,(z) = = + [-r/2,7/2]¢
denote the cube with side length r > 0 centered at € R? and put Q, = Q,(0). We define
dist(, ) = inf{|x — y|: x € ¢,y € 1} for the distance between sets ©, ) C R%.

Definition 1.6.6 (Stabilizing random measures). A random measure A on R? is called stabi-
lizing, if there exists a random field of stabilization radit R = {Ry},cra, defined on the same
probability space as A, such that

1. (A, R) is jointly stationary,
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| [ 1 | | |

Figure 1.6.3: Realizations of the MG (left) and the NMG (right).

2. lim, oo P(supyeq,nge By <7) =1, and

3. for allr > 1, the random variables

{fAqe){ sw R, <r}}

yEQr ()N QI TP

are independent for all bounded measurable functions f: M(D) — [0,00) and all finite
¢ C R with dist(z, o \ {z}) > 3r for all z € .

A strong form of stabilization is given if A is b-dependent in the sense that A4 and Ap
are independent whenever dist(A4, B) > b. The two models of Example 1.6.3 are b-dependent
for some b, and the random measure A concentrated on the Poisson-Voronoi tessellation S of
Example 1.6.4 is stabilizing.

Lemma 1.6.7 (The PVT is stabilizing). The stationary PVT on R? is stabilizing.

Proof. The proof rests on the definition of the radius of stabilization as R, = inf{||X; —z||: X; €
X}, for details see [CHJ17]. O

1.7 Convergence of point processes

Later, we want to discuss and analyze approximations of point processes, in order to arrive at
manageable formulas for complex situations. Hence, we need to discuss also convergence issues
for point measures, which we do here. See also [DVJ03, Appendix A2] and [Re87]. The basis
was laid in Section 1.1, where two notions of distributions of point processes are discussed. Here
we proceed by one step and provide tools for characterizing convergence. One example that we
find important is the high-density limit, which we discuss at the end of this section. Here we
encounter the situation that the point process converges towards some deterministic measure,
i.e., not towards a point process. For this sake, we have to extend the set of random measures
for which we consider convergence in distribution.
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As before, we fix a measurable set D C R%. The appropriate general setting of the following
is the setting where D is just some locally compact topological space, but, as in the preceding
sections, we just keep this in mind and proceed with D C R?. Instead of locally finite point
configurations (x;);cr € S(D) or corresponding point measures ), ; 0z;, we will more generally
look at Radon measures on D, i.e., measures that assign to each compact subset of D a finite
value. We want to characterize convergence of sequences of such measures in a natural way.
We will do this for the two topologies that we introduced in Section 1.1, the vague and the
T-topology.

First, observe that the definition of vague and of T-convergence of Radon measures on D
directly derives from a slight extension of Definition 1.1.1, i.e., it is defined by convergence of
all the test integrals against all the continuous, respectively the measurable, functions D — R
with compact support. A variant of the Portmanteau theorem shows that this is the same as
convergence of the measures of compact subsets (whose boundary is a nullset with respect to
the limiting measure, for the vague case). This makes it easy to show, e.g., that on D = R, the
measure %ZiEZ d;/n, converges towards the Lebesgue measure.

Example 1.7.1. Vague and 7-convergence are local notions and say nothing about the total
mass, as one sees in the examples that §, on D = R converges to the zero measure and that the
measure on E' = R with Lebesgue density 1|_,, ,; converges towards the Lebesgue measure as
n — 00. &

Remark 1.7.2 (Metrizability and measurability). There is a metric on the set of Radon mea-
sures on D that induces the vague topology. Hence, the topological space of such measures is
indeed a metric space. Its measurable structure is then given by the Borel o-field. In particular,
the maps p — p(A) are measurable for any relative compact set A C D with boundary a nullset;
actually these maps form a basis of this Borel o-field; i.e., it is the smallest o-field that makes
these maps measurable. &

Remark 1.7.3 (Relative compactness of sets of measures). It can be deduced from Prohorov’s
theorem that a sequence (g, )nen of Radon measures on D is relatively compact in the vague
topology (i.e., that each subsequence contains a further subsequence that vaguely converges) if
and only if, for any relatively compact set A C D, the sequence (un(A))nen is bounded. O

Now we turn to sequences of random point measures, i.e., sequences of random variables
taking values in the set of point measures, and want to characterize possible limits. In principle,
this has been settled by the preceding, since such measures are embedded in the set of Radon
measures, and we established the topology of vague convergence on that set. Hence, it is, as a
topological space, also a measurable space, and convergence of random variables taking values in
that space is to be understood in terms of weak convergence, sometimes also called convergence
in distribution. To summarize this, we denote the set of Radon measures on D by 9R(D), then we
can recast the notion of the convergence of point processes, or more generally Radon measures,
as follows.

Definition 1.7.4. A sequence (mp)nen of random Radon measures on D converges weakly (or
converges in distribution) towards a random Radon measure w on D if, for any continuous
bounded function ®: R(D) — R, we have lim,_,oo E(P(m,)) = E(P(m)).

Note that the continuity of ® refers to any of two respective topologies that we consider on
the set of Radon measures, the vague and the 7-topology. In general, this characterization of
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weak convergence is not very helpful, as it is a priori difficult to characterize all the continuous
bounded functions on R(D). However, if all the measures 7,71, 79, ... are point measures, then
the situation is simpler:

Lemma 1.7.5 (Weak convergence of point measures in the vague- respectively 7-topology). A
sequence (T )nen of random point measures on D converges weakly (or in distribution) towards
a random point measure 7 if and only if the following holds. For any k € N and for all relative
compact sets Ay,..., A C E (additionally satisfying m(0A;) = 0 for the vague topology) almost
surely for alli € {1,...,k}, the vector (my,(A1),...,m(Ak)) converges weakly towards the vector
(m(A1),...,m(Ag)) as n — oo, i.e., if and only if, for any ny,...,ng € Ny,
Jim P(mn (Ay) = na, ..o w(Ag) = ng) = P(r(Ar) = na, ... w(Ag) = ng).
We will also need convergence of Radon measures against (possibly deterministic) measures

that are not point measures. For this, the possibly most handy criterion is the following. We
denote the Laplace transform of a random measure 7w on D by

L.(f)=E [e— Jp f(@) ﬂ'(dx)} .

This notation is slightly misleading, since £, does not depend on 7, but only on its distribution.

Lemma 1.7.6 (Convergence and Laplace transforms). A sequence (mp)nen of Radon measures
on D converges weakly (or in distribution) towards some measure m on D if and only if the
Laplace transforms converge, i.e., for any test function f: D — [0,00) with compact support
(continuous for the vague topology, just measurable for the T-topology),

nhﬁnolo Ewn(f) = Eﬂ'(f)

Later we will be interested in the high-density limit of a Poisson process in a compact subset
of R?, in particular in the deviations away from the limit. Here we establish the limit itself.

Lemma 1.7.7 (Convergence of empirical measures). Let D C R? be compact and p a positive
and finite measure with Lebesque density on D. For A\ € (0,00), let XM = (XM);er, be a
Poisson point process in D with intensity measure Au. Then, as A\ — oo, the random point
measure .
Ly=15 > O (1.7.1)
icly

converges weakly (in both the vague and the T-topology) towards p as A — oo.

Proof. According to Lemma 1.7.6, it is sufficient to check the convergence of the Laplace trans-
form. Let f: D — [0,00) be measurable, then, according to Campbell’s theorem,

L0, (f) = Lxon (/N =exp ([

(e~ F@/ ) A,u(dx)). (1.7.2)
D

For any z, we see that the integrand with respect to p(dz) converges towards —f(z). If f
is integrable with respect to u, then we can apply the dominated convergence theorem, since
1 —e7¥ <y for any y € R, and therefore the integrand is bounded in absolute value by f(z).
Hence, we see that the Laplace transform converges towards exp(— [, f(z) p(dz)) = L,(f)
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in this case. If f is not integrable with respect to p, then we estimate L, (f) first against
Ly, (f A K) for some cutting parameter K, derive convergence towards exp{— [ f A K du} and
use then the monotone monotone-convergence theorem for letting K — oo to see that Ly, (f)
converges towards 0 = £,(f). In both cases, we have verified the convergence of the Laplace
transform for all nonnegative measurable test functions f. O

Recall the interpretation that we rely on. The points X; are the locations of the users
(or other devices) of the telecommunication system in the communication area D. The inter-
pretation of Lemma 1.7.7 is that the dense cloud of users in D approaches the density of the
intensity measure pu, i.e., a multitude of microscopic information (every single user location) is
approximated by some much simpler macroscopic object, a density, for which there are good
perspectives for further analysis. One might argue that such a limiting setting is useless for
describing human beings, since they cannot be squeezed infinitely strongly, but we are head-
ing for approximate formulas, and many of the situations are in reality quite well described by
approximations via asymptotic formulas.



Chapter 2

Coverage and connectivity:
the Boolean model

In this chapter, we discuss mathematical approaches to the two most fundamental questions
about spatial telecommunication models:

e (Coverage: How much of the area can be reached by the signals emitted from the users,
respectably the base stations?

e Connectivity: How far can a message travel through the system in a multihop-functionality?

To do this, we introduce and study the most basic model for message transmission within a
spatial system formed by a PPP X = {X;: i € I} of users or base stations, the Boolean model.
In this model, which we introduce in Section 2.1, to each location X; a random closed set =;
is attached, the local communication zone that can be reached by a signal emitted from Xj.
Then | J;c(Xi + E;) is the communication area, the set of locations that can be reached by any
message transmission. In Section 2.2, we study questions about the coverage of a given compact
set C' C RY, i.e., about the probability that C' can be reached by some signal. These are local
questions. In contrast, in Section 2.3, we consider global questions about whether or not the
communication area possesses an unbounded connected component. This we will do only for
homogeneous PPPs and only for balls =; of a given fixed radius. In this simple but fundamental
setting, we will distinguish two drastically different scenarios, the occurrence versus the absence
of percolation. The distinction is one important example of a phase transition and lies at the
heart of a beautiful theory called continuum percolation. Both phases are non-trivial, as we
formulate in Section 2.3. In order to carry out the proof for that in Section 2.5, we first need
to rely on the discrete counterpart of the the theory, which we will prepare for in Section 2.4.
Furthermore, we establish in Section 2.6 additional relevant connectivity questions related to
percolation, and in Section 2.7 we discuss some peculiarities on percolation that arise for Cox
point processes.

See [BB09a] and [BB09b] (which we follow in Sections 2.1 and 2.2) for application of
the Boolean model to telecommunication, in particular coverage and percolation properties,
and [BRO6], [MR96] and [FMO08] for mathematical proofs of continuum percolation properties.
Standard references on the discrete part of the theory are [G89] and [BR06]. The Section 2.6
about further interpretations of the percolation probability in telecommunications is largely self

23
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contained except for the shape theorem, see [YCG11]. The results about continuum percolation
for Cox point processes presented in Section 2.7 are less standard and taken from [CHJ17].

2.1 The Boolean model

Let X = {X;: i € I} be a point process in R? with intensity measure p. Again, we interpret the
X, as the locations of the users or base stations of a spatial telecommunication system. Now,
we extend the model by adding a random closed set Z; C R? around each user X; and interpret
X; + =; as the area that can be reached by a signal that is emitted from X;. We call =; the
local communication zone around X;. The idea is that the strength of the signal decays quickly
in the distance, and a certain least strength is necessary for a successful transmission. Typical
choices for =; are centered balls with random or deterministic radius, but more complex choices
are thinkable and have their right, e.g., when environmental conditions have to be taken care of.
For example, if X; is located on a street, then its local communication area =; will be shaped by
the houses left and right of the location X; and will be approached by some rectangle, depending
on the location X;. Apart from that, we will take the random sets Z;, ¢ € I, as independent.
Hence, we would like to see the =; as marks attached to the users X;. Note that, under this
assumption, the case of Z; being given by a Poisson-Voronoi cell, see (1.6.2), is not covered.

Definition 2.1.1 (Boolean model). Let X = {X;:i € I} be a PPP in RY, and let K be a
probability kernel from R to the set of closed subsets of R®. Consider the K-marking Xgx =
> ic10(x,z,) according to Definition 1.4.1). Then, the random set Zpm = U (Xi + i) s
called a Boolean model.

el

We have formally taken the set of all closed subsets of R? as the mark space, and there is
also a natural o-algebra on this set to turn this into a measurable space. However, this space
is not a locally compact topological space, and therefore the above definition, strictly speaking,
does not fall into Definition 1.4.1. However, there is no problem to concentrate the kernel on
a much smaller set of closed sets, e.g., indexed by R! for some set of parameters [ in a natural
way that turns it into a locally compact topological space. One important example is the set of
centered balls (or squares, or rectangles, ...) with a random radius. We will only think of such
examples in these notes.

For simplicity, we will from now consider only independent K-markings, i.e., we will assume
that the random sets Z; are i.i.d., not depending on the location X; that they are attached to.
That is, the kernel K is just one probability measure, which we will drop from the notation.
The Boolean model =gy is interpreted as the total communication area, i.e., the (random) set
that is covered by the signals emitted from the set X.

2.2 Coverage properties

Let Zpm be a Boolean model in the sense of Section 2.1, i.e., a PPP with an independent marking
in a locally compact topological mark space. In this section we provide notions and methods to
determine probabilities of coverage, i.e., events that a given set or point lies in Zgy;. That is, we
look only at one single transmission step from some X;. Mathematically, this amounts to the
study of the local structure of the random set =gy, i.e., a local question.
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By = we denote a generic random closed set that we use in our marking, i.e., a random
variable having the distribution K. From now on, we will not use the kernel K anymore, but
will use P and E for probability and expectation with respect to =. We will assume that its
distribution satisfies

E[u(C - 2)] < oo, for any compact C' C R?, (2.2.1)

where C — = = {zx —y: x € C,y € E}. For example if C = {1} and E = [-R, R] with some
R € (0,00), then C—= = [-R+1, 1+ R] is the set of user locations x such that x+Z intersects C'.
Condition 2.2.1 ensures that the expected number of grains = communicating with any compact
C is finite. In particular, under this condition, also =gy is a random closed set itself.

The capacity functional of Z is defined as the function
T=(C)=P(ENC #0), C ¢ R? compact. (2.2.2)

This function can be seen as an equivalent of the distribution function of a real random variable;
actually it determines the distribution of Z, according to Choquet’s theorem, see [M75].

Lemma 2.2.1. For any compact set C C R?, the number
Nxpy (C)=#{i e : (X;+=;)NC # 0}

is a Poisson random variable with parameter E[u(C — E)].

Proof. Observe that the point process

Z5Xi]l{(Xi +Z)NC #0}

el

is an independent thinning of X (recall Lemma 1.2.9) with (space-dependent) thinning proba-
bility
po(z) =P((x+E)NC #0) =Pz € C —=).

In the same way as in the proof of Lemma 1.2.9, one sees that this process is a PPP with
intensity measure pc(z) pu(dz). Furthermore, Nxg,, (C), the total number of its points, is a
Poisson random variable with parameter equal to [pqpc(x) p(dz). With the help of Fubini’s
theorem, we identify this parameter as follows

[1]

[ pet@ntan) = [#@ e -2uian) = B[ [ 1o € € -2} utdn)] = Elu(C - D)

which ends the proof. O

Lemma 2.2.2. The capacity functional is identified as

T=(C) =1 — e B3], C c RY compact.

Proof. Observe that Tz(C) = P(Nxy,,(C) > 0) and use Lemma 2.2.1. O
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From now on we restrict to the stationary (or homogeneous) Boolean model, by which we
mean that the intensity measure p of the underlying PPP is equal to ALeb for some A € (0, 00),
and we call A the intensity of the Boolean model. It is clear that then also the capacity functional
of the Boolean model,

=, (C) = ]P’(C N+ ) # (z))
i€l
(where the probability extends over the PPP X and the family of the Z;’s) is shift-invariant, i.e.,
Loy (2 +C) = Tep,, (O) for any 2z € R? and any compact set C' C R%. Also the volume fraction
E[Leb(EBM N B)]

b= fen(B) (2.2.3)

does not depend on the compact set B C R%, as long as it has positive Lebesgue measure. The
volume fraction has the nice interpretation as the probability that the origin is covered by the
Boolean model, as

p= Lebl(B) /BIE[II{:U € Epm}] dz = E[1{0 € Epm}] = P(0 € Epm) = Ty, ({0}).

In particular, Lemma 2.2.2 tells us that p = 1 — e Elleb(E)]

Remark 2.2.3 (Covariance of coverage variables). The volume fraction p is the expectation of
the coverage variable at the origin, 1{0 € Epm}. The expectation of the product of the two
coverage variables 1{0 € Epy} and 1{z € Egn} can be calculated in an elementary way as

C(z) = E[1{0 € Zpu} 1{z € Epm}] = P(0 and 2 lie in Epyr) = 2p—1+(1—p)2e ELLENET)],

The function C (z) is usually referred to as the covariance function of the Boolean model. It is
the probability that two points separated by the vector z are covered. The covariance of the
two coverage variables is given by

C(Z) _ é(z) _ p2 _ _(1 _ p)2<1 _ ef/\E[Leb(Eﬁ(E%z))]).
<&

The coverage probability of a given compact set C' C R% by a random closed set Z is defined
as P(C C Z). In general, it is difficult to give explicit expressions for this quantity; however it is
clear that it is not larger than 7z(C'), and we have equality for singletons C. In the literature,
there are asymptotic results for the coverage probability for the homogeneous Boolean model
with = equal to a centered ball of radius rR, where R is a positive random variable and r is a
parameter. These results are precise in the limit A — oo of a highly dense PPP and r | 0 of
very small communication radii. We present one such result, see [J86, Lemma 7.3].

Theorem 2.2.4 (Asymptotic coverage probability). Assume that d = 2 and let C C R? be a
compact set whose boundary is a Lebesgue null set. Consider the Boolean model

Esm = | J(Xi + Brr(0)),
icl
where the random radius R satisfies E[R**¢] < co for some ¢ > 0. Put

2
Leb(C) oo Leb(C) | E[R]

(N, ) = Ar*7E[R?] — log 2[R 7r2E[R2] E[R2]’
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Then
P(C C Zgm) = exp{ — e_d)()"T)} as A\ — oo,r | 0,

provided that ¢p(\,r) tends to some limit in [—oo, o).

One can use this result for finding, for a given compact set C, the number of Poisson points,
depending on the size of the local communication balls that are needed for covering C' with the
communication area with a certain given positive probability. Indeed, for a given u € R, couple
A and r such that ¢(A\(r),r) — u with

Leb(C) E[R)?
+ 2loglog 2 R[] + log B[R] )

Then, the coverage probability converges in the limit r | 0

P(C C Epm) — exp{ —e "}.

2.3 Long-range connectivity in the homogeneous Boolean model

In this section, we consider the question of connectivity over long distances in the Boolean model,
i.e, the question how far a message can travel through the system if it is allowed to make an
unbounded number of hops. That is, we assume that a message can hop from user to user
arbitrarily often, as long as it does not leave the communication area, and we ask how long the
distance is that it can travel. In other words, we consider a multi-hop functionality and use the
system of users as a wireless ad hoc system, which carries the message trajectories without usage
of base stations. We will consider this question only for a very special, but fundamental, version
of this model: the homogeneous Boolean model on the entire space R? with deterministic local
communication zones that are simply balls of a fixed radius. Hence, the Boolean model has only
one effective parameter left, but it will turn out that it gives rise to a beautiful mathematical
theory that is called continuum percolation. We will encounter an interesting phase transition in
this parameter: for large values, there is a possibility that the message can travel unboundedly
far, and for small values its trajectory will always be bounded. Furthermore, we will be able to
attack a number of further important quantities in later sections.

We assume that X = {X;: i € I} is a homogeneous PPP with intensity A € (0,00), and the
random closed set Z; that we put around each user location X; is just a deterministic closed
ball Bg/y(X;) with a fixed radius R € (0,00). A message can now hop from X; to Xj if and
only if || X; — X,|| < R, ie., if and only if the straight line between them entirely lies in the
communication area J;c; Br/2(X;). This is the case if and only if the closed balls B o(X;) and
Bp/2(Xj) intersect. Therefore, we now have basically two mathematical models that express
connectivity: either we conceive X as a random geometric graph (the so-called Gilbert graph)
by drawing an edge between any two points X; and X; with distance < R, or we consider the
Boolean model

Egum = () Br/2(Xi) (2.3.1)

i€l
and consider connectivity in the usual topological sense for subsets of R¢. We will proceed in the
latter model. Recall that the process is homogeneously distributed over R?, and that we have
just two parameters, the intensity A of X and the diameter R of the balls. We will write Py and
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Figure 2.3.1: Realization of a homogeneous Boolean model.

E, for the probability and expectation in this model. In Figure 2.3.1 we present a realization of
such a Boolean model.

Let us denote by Cr/s(z) the cluster (= connected component) of =gy that contains z.
Then Cp/2(X;) is the set of those space points in R? that can be reached by a multi-hop trajec-
tory starting at X; through X. One of the most decisive properties of Zgy is whether or not
it has unboundedly large components. We say that Zgn percolates or that percolation occurs
if the answer is yes. In this case, we also say that the points in the unbounded component
are connected to oo. The notion of percolation is the base of everything that follows. It gave
the theory its name “continuum percolation”, since it is about the continuous space R?. Inter-
estingly, the first paper that introduced this model in 1961, see [G61], explicitly took wireless
multi-hop communication as the prime example and motivation. There is a theory of discrete
percolation (usually motivated by water leakage through porous stones), which we will encounter
in Section 2.4 below.

Remark 2.3.1 (Percolation and message transmission). In the event that percolation occurs,
there is at least one component C that is unboundedly large and contains infinitely many users X;.
As a consequence, messages that are emitted from such a user can reach, at least theoretically,
infinitely many other users and can travel infinitely far. Note that this does not say anything
about the reach of messages that are emitted from a bounded component, which certainly also
do exist. In this event, the quality of transmission service is drastically better than in the
complement event, such that we are highly interested in those values of the parameters that
make this possible. <&

The most important quantity is the percolation probability
O(\, R/2) = Px(Leb(Cg/2(0)) = o). (2.3.2)

Since the PPP is locally finite, this is equal to the probability that Cp/s(0) contains infinitely
many points of X.
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Remark 2.3.2 (Percolation probability via Palm calculus). Recall the Palm distribution Py
of X from Section 1.5. Then, by the stationary Mecke-Slivnyak theorem 1.5.3, the percolation
probability can be identified as

6(), R) = P{(Leb(Cpys(0)) = o).

By the interpretation of the Palm distribution, this quantity can be also interpreted as the
probability that the cluster Cr(X) has infinite Lebesgue measure, for a randomly chosen user
X € X. The advantage of the Palm interpretation is that it can be easily extended to the setting
of Cox point processes, see Section 2.7. <&

Because of the homogeneity of the PPP in space (more precisely, since the intensity measure
is invariant under scaling), it is clear that the influence of the parameter R can easily be extracted
as follows:

O(\, R) = O(A\RY), X\ Re€(0,00), (2.3.3)

where we write §(A) = (A, 1). Therefore, we will consider only 6()\) in the following and will
drop R from the notation. It is clear from an application of Lemma 1.2.10 that 6 is an increasing
function. Hence, we can define the critical percolation threshold

Aer = Inf{\ € (0,00): (N\) > 0} = sup{\ € (0,00): O(\) =0} € [0, 0], (2.3.4)

where we put sup ) = 0 and inf ) = co. (From (2.3.3), we obtain that Ae;(R) = Ay R~ if A (R)
denotes the critical percolation threshold for the Boolean model with interaction radius R.)

The start of the theory is the following.

Theorem 2.3.3 (The critical threshold is positive and finite). For any d € N\ {1}, A¢r € (0,00).

The theorem says that, for some (sufficiently small) A € (0, 00), the percolation probability
is zero, while for sufficiently large ones, it is positive, giving rise to non-trivial sub-and super-
critical regimes. This is a clear manifestation of the occurrence of a phase transition. We give
more comments in Section 2.5 below. Before we prove Theorem 2.3.3 there, we must have a closer
look at the discrete version of percolation theory, as this will provide an inevitable mathematical
base.

2.4 Intermezzo: phase transition in discrete percolation

As it is very often the case in the theory of point processes in continuous space, proofs rest on a
comparison with the (much simpler) setting of a fixed geometry. Here, instead of a PPP on R,
we will consider a Bernoulli field on the edges of Z¢. That is, we put on every edge e between
neighboring sites in Z?¢ a Bernoulli random variable £, € {0,1} with parameter p € [0,1], and
assume that all these random variables are i.i.d.. Then (&), is a Bernoulli field. The edge e is
called open if £ = 1 and closed otherwise. A realization of such a random field is said to exhibit
percolation if there exists an infinite connected component of open edges, where connectedness
is defined in the usual sense on Z¢. In this way, we are now working on the basic model of the
theory of discrete bond percolation, or just percolation. This likewise is a beautiful mathematical
theory, which studies analogous questions, but is further developed than continuum percolation,
due to the simpler setting of a fixed, discrete geometry. The standard reference for this theory
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is [G89], but see also [BR06]. The main motivating application idea is a porous stone with
hyper-cubic microstructure, one water source in the middle and walls between neighboring cells
that are permeable to water with a certain probability, and then the question is whether or not
the surface of the stone is wet somewhere or not.

Note that we have now just one parameter p, the probability for openness. We denote
probability and expectation in this model by P, and E,. In this model, we call two sites in
7% connected if there is a sequence of open edges that form a nearest-neighbor path between
the two sites. We write C(x) for the cluster (= connected component) that contains x € Z¢.
Similarly to 2.3.2 we introduce the percolation probability

0(p) = Py(#C(0) = o) (24.1)
and the critical percolation threshold

per = inf{p € [0,1]: 8(p) > 0} € [0, 1]. (2.4.2)

Here is the start of the theory of percolation, a result that will later be instrumental for
proving the continuous version, Theorem 2.3.3:

Theorem 2.4.1 (Non-trivial critical threshold for Bernoulli bond percolation). For any d €
N\ {1}, we have that pe; € (0,1).

Proof. The proof naturally comes in two parts. First, we prove existence of a subcritical phase,
i.e., that pey > 0. For this, note that the event that the origin is connected to infinity is contained
in the event that a self-avoiding path of open edges of a fixed length n € N starts at the origin.
Let ¥,, denote the set of self-avoiding n-step paths starting at the origin, then, for any n € N,
we see that

0(p) < Pp(there exists n € ¥,, such that & =1 for all e € 1)
< Z P,(& =1 for all e € 1)

UeEn
< [Wnlp" < (2dp)™.

But, if p < 1/(2d), then this quantity tends to zero as n tends to infinity and thus, 8(p) = 0.
Therefore, pe; > 1/(2d). (If one would estimate |¥,,| against 2d(2d —1)"~!, then even the bound

Per > 1/(2d — 1) would follow, which proves absence of a supercritical regime in one spatial
dimension.)

The proof for the existence of a supercritical phase, i.e., that p.. < 1, is more complicated.
It suffices to prove that 6(p) > 0 for p € (0,1) close to 1. Note that if percolation occurs
in dimension d = 2, then it also occurs for higher dimensions since there it is even easier to
percolate. (This is an idea that is difficult to make precise for continuum percolation.) In other
words, the critical threshold for percolation is a decreasing function of the dimension and it
suffices to prove existence of a supercritical phase for dimension 2. This we will do now.

The strategy of the proof is an example of the famous Peierls’ argument, which leverages the
probabilistic costs of creating a blocking interface in the following sense. Consider the shifted
lattice Z2 = Z% + (1/2,1/2) and call an edge e* in Z2 closed if the unique edge e in Z? that
crosses e€* is open and vice versa. Now, if the origin is not connected to infinity, there must exist
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a finite blocking interface of open edges in Z?2 that surrounds the origin and contains one point
(n+1/2,1/2) for some n € N. Thus, we can bound

1-0(p) < Z P, (there exists an open interface n* C Z2
neN

surrounding (0,0) and passing (n + 1/2,1/2))
< Z P, (there exists an open path in Z?2 of length 2n + 4, passing (n + 1/2, 1/2))

neN

< 3 (1 —p),

neN

The factor 42"+ is the number of paths of length 2n 4+ 4. Now, for p close to one, this sum is
strictly smaller than 1 and thus, 6(p) > 1. O

Let us mention some of many interesting and important results on discrete percolation.

Remark 2.4.2 (Survey on results on discrete percolation). 1. Numerical value. For Bernoulli
bond percolation on Z2, the critical threshold is proven to be p. = 1/2 based on the self-
duality of Z2. Except for a few examples (such as the triangular lattice to mention another
one), there is no formula for p.;, and its numerical value can only be approached via sim-
ulations.

2. Other criticality notions. Critical behavior of Bernoulli percolation can also be based on
related, but different, quantities other than the percolation function, e.g., the value from
which on the expected size of the cluster containing the origin is infinite: p,. = inf{p €
[0,1]: E,(#(C(0))) = oo}. For Bernoulli bond percolation on Z?, it is known that pl, = pe;.

3. Number of infinite clusters. The random field P, is invariant (in distribution) under
lattice translations and is ergodic. This implies that, in the super-critical regime p > pe;,
a percolation cluster appears almost surely (i.e, #(C(z)) = oo for some = € Z¢), since this
event is measurable with respect to the tail-sigma-algebra. Further, it can be shown that
this infinite cluster is unique almost surely.

4. Sizes of finite clusters. A lot of work has been dedicated to further understand the clus-
tering behavior in the two regimes. For example, in the subcritical regime, the probability
that the origin is connected to the complement of a centered box of side-length n is known
to be small exponentially fast in n. This is one ingredient of the proof of p.. = pe;. In
a certain sense, the cardinality of any of the finite clusters (in both regimes) is known to
be a random variable with exponential tails, which implies that the largest of the finite
clusters in a box of radius n have about logn sites.

5. Less independence. Theorem 2.4.1 can be generalized with respect to the independence.
E.g., if the probability p for a bond to be open is allowed to depend on neighboring bonds
at distance < k for some k£ € N, then it can be shown that there exist two critical thresholds
pé{p) < p(czr) such that below pép there is no infinite cluster almost surely and above pg) there
is an infinite cluster almost surely.

6. Continuity of 8. Another big topic in the field is to determine the continuity properties of
p+— 0(p). It can be shown that it is continuous in [0, 1]\ {per} and right-continuous at pe;.
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Left-continuity at pe, so far could only be established for d = 2 and d > 11. In particular
for 3 < d < 5 it is one of the big open questions for Bernoulli bond percolation.

7. Behavior of @ near criticality. It is widely believed that, on general graphs in place of Z¢,
the behavior of # close to p.; is governed by a power law that depends only on some local
features of the underlying geometry. More precisely, in two dimensions it is expected that
O(p) = (p—pcr)ﬁ“(l) as p | per, with the critical exponent § = 5/36. This has been shown
rigorously only for site percolation on the triangular lattice. <&

In Section 2.5 it will be important for us to note that discrete Bernoulli percolation on Z¢ or
any other lattice can be also considered with openness attached to sites rather than bonds. Here
it is the sites in the lattice that are independently declared open with probability p € [0, 1] (and
closed otherwise), and the notion of clusters (= connected components) is even more immediate
than in the bond setting. The resulting model is called Bernoulli site percolation. One can
convince oneself that it is harder to have site-percolation than to have bond-percolation, hence
the site-percolation threshold is not smaller than the bond-percolation threshold. Also for the
site-version of the model, versions of Theorem 2.4.1 have been proved for various lattices, see
[G89] and [BRO6]. In particular, we will rely in Section 2.5 on the non-triviality of the percolation
threshold for site percolation on the triangular lattice in two dimensions.

2.5 Proof of phase transition in continuum percolation

We are now going to apply the non-triviality of the percolation threshold for discrete percolation
to the proof of the corresponding result in continuum, Theorem 2.3.3, which we are really
after. However, it will not be Theorem 2.4.1 that we directly apply, but its version for site
percolation on the triangular grid in two dimensions, see [BR06], and correspondingly we will
prove Theorem 2.3.3 only for d = 2.

The advantage of using the triangular lattice is that, in the dual face-percolation of hexagons,
neighboring hexagons always share an edge and never only a vertex, like on Z?. Additionally,
this comparison gives better bounds for the critical threshold. Indeed, site percolation on the
triangular lattice also has the critical threshold p., = 1/2, see [BR06, Theorem 8, Chapter 5].
The comparison is done via some appropriate discretization.

Proof of Theorem 2.3.3 for d = 2. Again, the proof naturally comes in two parts. For both
directions we will use a partition (up to boundaries of Lebesgue null sets) of R? into open
hexagons A$ of side-length s > 0 centered at some points x € R%. By default, we assume
that the origin is one of them. Note that the centers x form a triangular lattice 7T;, where the
bonds are drawn across the edges of neighboring hexagons. We call the center x of one of these
hexagons A? open if it contains at least one Poisson point (i.e, at least one of the X;’s) and
closed otherwise. Note that the probability for z to be open is given by

ps = 1 —exp(—ALeb(Ay)), (2.5.1)

and note further that Leb(A%) = 3v/3s%/2. It is clear from the homogeneity and the Poissonian
nature of the PPP that openness of the sites in 75 defines a Bernoulli field of i.i.d. random
variables. Hence, 75 is a Bernoulli site-percolation model as we briefly discussed at the end of
Section 2.4.
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Now, in order to show that A, < oo, note that any two points in neighboring hexagons
have distance at most v/13s. Recall that each ball around the Poisson points has diameter one.
Hence, if we pick s so small that v/13s < 1, then site-percolation on 7, implies percolation of
the Boolean model Xgy. Hence, if ) is sufficiently large such that ps = 1 — exp(—A3+/3s2/2) is
larger than the critical threshold 1/2 for site percolation on 75, then we have percolation of the
Boolean model. Explicitly, we have

Aer < (2610g2)/(3V/3).

Now we show that Ao, > 0. Note that, if s > 1, percolation of the Boolean model implies
site-percolation on 7. Hence, if ) is sufficiently small such that ps = 1 — exp(—A3v/3s2/2) is
smaller than the threshold 1/2, then there is no percolation of the Boolean model. Calculating
again, we arrive at

Aer > (2log2)/(3V/3),
which completes the proof. O

As for discrete percolation, we give now a list of further important results, most of which
are analogous, and the underlying proofs are often based on the discrete counterparts.

Remark 2.5.1 (More results on continuum percolation). 1. Numerical value. The numeri-
cal value of the critical threshold is unknown in general. Rigorous bounds in d = 2 are
0.174 < Aoy < 0.843 [MR96, 3.9], the numerical value is Aoy &~ 0.6763475, derived by
computer simulations [QZO07].

2. Uniqueness of infinite cluster. As in the discrete case, the Boolean model is invariant
under translations and ergodic in any dimension. Since percolation is a tail event, in the
super-critical regime, a percolation cluster appears almost surely. Further, it can be shown
that the infinite cluster is also unique almost surely.

3. Size of bounded clusters. Again, as in the discrete case, in the subcritical regime, the
probability that the origin is connected to the complement of a centered box of side-length
n, becomes small exponentially fast in n.

4. Complement of communication zone. It is equally interesting to study the vacant area
RA \ Egm. It can be shown that in the Boolean model there is at most one unbounded
component in the vacant area.

5. Random radii. The above proof can be extended to also cover the case of a Boolean model
with centered balls of random radii > 0. The results here are the following. Let R be
a random variable having the distribution of the radius of one of the balls. For d > 2
a supercritical regime exists, i.e., Ay < co. On the other hand, if E[RQd_l] < 00, then
Aer > 0. For d =1, if E[R] < oo, then Ae; = oo, and if E[R] = oo, then A, = 0. &

2.6 More about the percolation probability

In this section we give some more information about the percolation probability §. We return
to the setting where the radius of the balls around the Poisson points X; is some arbitrary,
fixed R € (0,00), and the intensity of the PPP X is \. We write P and E for probability and
expectation.
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Lemma 2.6.1 (Continuity of  and exponential approach to 1 for large intensities). For any
R € (0,00), the map X — (X, R) is continuous in [0,00) \ {Aer} with asymptotics

lim = log(1 — O(), R)) = —Leb(Ba(0)). (2.6.1)
A—o0 A

The lower bound in equation (2.6.1) is easy to understand, since §(A, R) is lower bounded
by the probability that the origin is isolated (i.e., that its R-ball has no Poison points), i.e.,
1 —6(\ R) > exp(—ALeb(Brg(0))). For a full proof, see [P91, Corollary of Theorem 3]. Also
consider [FMO08, Theorem 2.6.3] for a nice introduction in two dimensions. By the scale invari-
ance, there is also an obvious corresponding result for R — oo. In Figure 2.6.1 we present a
sketch of the graph of the percolation probability.

Figure 2.6.1: Approximative form of the percolation probability.

The fact that, in the super-critical regime, with probability one, there is only one infinite
component (see Remark 2.5.1) allows us to represent the probability of existence of a connection
between two far distant users via the percolation probability. More precisely, let

pz = P(0 «~ ) = P(there exists a path in XU {0,z} connecting o and z) (2.6.2)

denote the probability that the origin is connected to a point x, then we have the following
result.

Theorem 2.6.2 (Two-point connectivity). For any A, R € (0,00), we have that lim o0 Pz =
O(\, R)2.

We write from now on Qs(z) = [z — 5,z + %]d for the square around x € R? with side-length

S.

Proof. The main idea is that the only way that o and a distant site  can be connected is that
each of them belongs to the infinite cluster, two events that depend only on (sufficiently large)
neighborhoods of o respectively x. The probabilities of these two events are roughly given by
the percolation probability each, and they become asymptotically independent if the distance is
large. Let us give some details.

For any y € R%, let E, denote the event that there exists a path (i.e., polygon line connecting
y and points of X) in Zgy U Br(y), starting in y € R? and leaving the square Q2| /3(y). Then

’pw - 0()‘7 R)2’ < |pﬂc - IP(EO N Em)’ + |P(EO N Ew) - 9()‘7 R)Z‘ (2'6'3)

Note that F, and E, are independent and have the same probability. Hence, the second sum-
mand can be bounded from above by

|P(Eo N Ea:) - 6’(>‘7 R)2‘ < 2‘P(Eo) - 9()‘7 R)| = 2(P(Eo) - 9()" R))
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The right hand side is 2 times the probability of the origin being connected to R?\ Q)|z|/3(0) but
not to infinity. This is not larger than 2 times the probability of the existence of an sufficiently
thick interface of vacant space surrounding the origin at distance at least ||z||/3. In the super-
critical regime, the probability for this event tends to zero (even exponentially fast) as ||| — oo,
see [MR96, Theorem 1].

The first summand on the right-hand side of (2.6.3), since the event that o «w x is contained
in the event E, N E,, is equal to the probability that E, N E; occurs but not {o «~ z}.
Note that this event is contained in the event that there exist two disjoint components in
(EBM U Bg(0)) N Qg (0) of diameter at least [|x||/6. But, the probability for this event also
tends to zero (even exponentially fast) as ||z|| — oo, see [MR96, Lemma 4.1].

In the sub-critical regime, (A, R) = 0 and p, < P(E,), and P(E,) tends to zero as ||z| — oo
(even exponentially fast), see Remark 2.5.1 4.. O

A similar relation can be established between the percolation probability and the proportion
of connected pairs of points in a growing volume. For this, let us denote by

s = (s"N) 2E[#{(X;, X;) € (XN Qs(0))%: Xi e X;}] (2.6.4)

the expected number of pairs of connected Poisson points in a square of side-length s, divided
by the expected number all Poisson point pairs. Then we have the following result.

Theorem 2.6.3 (Expected number of connected pairs). limg o 75 = 0(\, R)?.

Proof. By the Mecke-Slivnyak theorem (1.5.3),

- (sdA)*E[Z SOL{X; e XX X, € Qs(o)}}

icl jel

—de/ " [Z]l{xwX}]l{X € Qs(o )ﬂ do + ()7

jel

_Qd/ / P(z «~ y) dady 4 (s2\) 7}

3(0 s

= S_Qd/ / P(o «~ (y — z)) dady + (s2\) 7!
Qs(o s(0)

= S_Qd/ / P(0 e~ z) dzdz + (s9A) 7!
Qs(0) s(z)

Hence, |ms — 0(\, R)?| < 5724 Jo.(0) Jou () [P(0 e~ 2) = O(A, R)?|dzdz + (s?\)~! and by The-
orem 2.6.2, there exists an 7 > 0 such that for z € R4\ Q.(0) = (Q,(0))¢ we have [P(0 «~s
z) — 0(\, R)?| < e. But then we can estimate for sufficiently large s that

iy — 00\, R)?| < 52 / Leb(Qs (2) N Q. (0))d + £5~2 / Leb(Qs(2) N (Qr(0)))dz +
s(O) QS(O)
s Leb(Q,(0)) + 2¢.

Since € was arbitrary, this finishes the proof. O
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We have seen that connectivity characteristics of a network represented by the Boolean
model can be expressed in terms of percolation probabilities. For many types of telecommuni-
cation services it is essential not only to know of the existence of a connection, but to be able
to satisfy constraints on the number of hops. Let us finish this section by explaining how a hop
constraint can be captured via the stretch factor, a fundamental characteristic in continuum
percolation.

To begin with, we extend the definition of the connectivity of two points by imposing a

constraint on the number of hops. For k& € N, we write o &% 2 if 0 and = can be connected in
Epm U Bgr(o) U Bg(x) in at most k hops, and we write

Pk = P(o & x).

To understand the asymptotic behavior of py . for large values of k£ and distant points xz, we
require a crucial auxiliary result known as the shape theorem. Let C denote the unique infinite
connected component in the super-critical phase of percolation in the Boolean model.

Theorem 2.6.4 (Shape theorem). For A > A there exists a deterministic and finite stretch
factor p = p(A, R) such that

T(X;, X;)
11m —_—
X=X |00 || X — Xj|

2] ]G

= p(/\7 R),

where T'(x,y) denotes the smallest number of hops from x to y.

In words, the shape theorem states that the minimum number of hops to connect points in
the unique infinite connected component grows linearly in the distance between the end points,
and the proportionality factor depends only on the two parameters. Loosely speaking, the shape
theorem shows that, asymptotically for large distances, the metric induced by shortest paths
between points becomes simply a scalar multiple of the Euclidean metric.

The definition of T'(z,y) generalizes to arbitrary points in R? via T'(z,y) = T(q(z), q(y))
with the point ¢(z) € X denoting the closest Poisson point to x that is contained in the infinite
connected component. In particular, by sub-additivity, T'(z,y) < T(z,z) + T(z,y) for any
z,y, 2 € R so that ET (o, ne;) < nET(o,e;1). Hence, in expectation,

p(\, R) <ET(0,e1).

The proof of Theorem 2.6.4 rests on the famous Kingman’s sub-additive ergodic theorem,
see [YCG11]. With this, we can extend the representation formula in Theorem 2.6.2 to the
setting of a bounded number of hops.

Theorem 2.6.5. Let A > Ay and r > 0 be arbitrary, then
lim Pr||z||,x = 9()‘7 R)2]l{p()\, R) < ’I“}.

[[]| =00

Sketch of proof. First, the factor 62 appears for the same reason as in Theorem 2.6.2: (1) distant
points fare only connected if both are in the unique infinite connected component, and (2) the
events of being in the infinite component are close to being independent if the considered points
are far away from each other. By Theorem 2.6.4, the stretch factor converts constraints on the
number of hops into a constraint on the Euclidean distance of the endpoints, thereby giving rise
to the indicator on the right-hand side of the asserted limit. O
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2.7 Percolation for Cox point processes

The proofs of the results about the percolation probability of the Boolean model in the preceding
sections all benefit from the spatial homogeneity provided by the underlying PPP. However,
some of them should hold also under weaker assumptions than independence. We have already
introduced a way to quantify spatial correlations, at least for Cox point processes, via the
stabilization property, see Definition 1.6.6. Let us close this chapter by presenting a version of
Theorem 2.3.3 for stationary stabilizing Cox point processes.

Before we can do this, we have to properly set up the percolation probability for stationary
Cox point processes with intensity AA for some random directing measure A and some intensity
A € (0,00). Recall from Section 1.5 the definition of the Palm version of a stationary Cox point
process X, i.e.,

Z]I{Xi €eQi(o)} (X=X}, f: S(RY) — [0, 00) measurable.

B0 = sgrare
i€l

e

Now we work with the Boolean model for the Cox process with deterministic centered balls of
radius R € (0,00) around each of the Poisson points. The notion of connection and clusters
is the same as before, see Figure 2.7.1 for an illustration. Then the percolation probability is

Figure 2.7.1: Illustration of the Boolean model for a Cox point process with random intensity
measure based on a PVT.

defined as
(A, R) = Py (Leb(Cr(0)) = o0)),

and the associated critical intensity is given by
Aar(R) = inf{\ > 0: (), R) > 0}.

Note that we cannot impose any scaling invariance that would allow us to eliminate the depen-
dence on the reach R. We have the following result on the existence of a sub-critical phase.

Theorem 2.7.1. If the random intensity measure A is stabilizing, then A (R) > 0.
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The proof again rests on a comparison with Bernoulli percolation; we do not give details.
This time, the comparison is first for a dependent discrete percolation system in the sense of
Remark 2.4.2 6.. In an additional step, the dependency can be stochastically bounded by an
Bernoulli site percolation with sufficiently low openness probability.

Note that, in order to establish existence of a supercritical regime, it is not sufficient to
assume stabilization for the environment. Trivially, the environment may not put positive
weight on a connected region in space and consequently, even if A is very large, the emergence of
a percolation cluster is impossible. This scenario can be avoided by putting another condition
on the environment which ensures enough connectivity. Recall the notation Q, = [—5/2, s/2]%.

Definition 2.7.2 (Connectedness of random measures). A stabilizing random measure A with
stabilization radii R,, v € R%, is called asymptotically essentially connected if for all n > 1,
whenever SUPyeQy (o) R, < n/2, we have that

1. supp(Ag, (o)) # 0 and

2. supp(Ag, (o)) s contained in a connected component of supp(Ag,, (0))-

The Poisson-Voronoi tessellation S of Example 1.6.4 does have this property.

Lemma 2.7.3 (The PVT is asymptotically essentially connected). The stationary PVT on R4
s asymptotically essentially connected.

Proof. The proof rests again on the definition of the radius of stabilization as R, = inf{||X; —
x|+ X; € X}, for details see [CHJ17]. O

Now we can state our result about the existence of a super-critical phase for Cox point
processes.

Theorem 2.7.4. If the random intensity measure A is asymptotically essentially connected,

then Ae;(R) < 0.

Again the proof works via a discretization and comparison with a dependent Bernoulli
percolation process, which can then be dominated by a super-critical independent Bernoulli
percolation process.



Chapter 3

Interference:
the signal-to-interference ratio

Let us proceed with our first steps in the application to a spatial random telecommunication
network. Our basic model is a PPP X = {X;: i € I} in R which is the set of locations of
the users (or devices, or base stations, ...) of the system. We imagine that, at the time that
we consider, from each of the locations a signal is emitted. Hence, there are possibly a number
of signals floating around the area. As a consequence, it may very well be that a given signal
cannot be successfully transmitted, since it is suppressed by too much noise. This effect is
called interference. In this section, we discuss one of the most widely used mathematical models
for describing interference, and show how to handle some of the most relevant properties. In
Section 3.1, we introduce the basic tools for describing the signal strengths mathematically,
and in Section 3.2, we introduce and discuss a criterion for successful transmission in terms of
the signal-to-interference ratio. In Section 3.3 we present some results about the percolation
properties of the variant of the Boolean model where edges are drawn based on the signal-to-
interference ratio.

3.1 Describing interference

The signals are propagated instantly and isotropically (i.e., radially symmetrically) into all space
directions from the point of origin. However, there are fading effects by acoustic obstacles like
the medium or by more concrete ones like trees, fences, houses and so on, which make the signal
strength smaller and smaller as the distance to the transmission site increases. This fading is
typically expressed in two ways. First, in terms of a (random) mark at the transmission site,
accounting for the smaller non distant-based obstruction of the signal. Secondly, the fading
of the signals because of distance, is expressed in terms of a function £: (0,00) — [0, 00), the
path-loss function, i.e., £(r) is the strength of the signal in a distance r from the transmitter.
This function should be decreasing with lim, o ¢(r) = 0 and lim, o ¢(r) = 1, since the received
strength cannot be larger than the emitted strength. Let us assume, that the transmission power
of each signal is identical, say one.

Very important is the kind of decay of ¢(r) for large r. The general ansatz is that it should
decay like a power of r, say £(r) =~ r~® as r — oo, for some « > 0. The parameter o models the
average path-loss in the medium that we consider: the more acoustic obstacles are there (e.g.,

39
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in areas with a high density of houses or walls), the larger @ should be picked. Often, one just
determines that o > d to ensure integrability, see below. Therefore, typical choices of £ are

lr)y=r"¢ or lry=1+nr)"“ or £(r) = min{1,r"*}. (3.1.1)

Note that the first choice, ¢(r) = r~°, is for our application not senseful, since it explodes
for small distances, but on the other side it has nice mathematical properties, for example a
perfect-scaling property, such that many quantities of interest can explicitly be calculated.

Let us assume that at some site y € R? one receiver is located. The total amount of signals
that (s)he receives is equal to

Le(y) =) U(IXi—yl), yeR’, (3.1.2)
el

which is called the interference at y. Note that the interference at the origin, Ix = Ix(0), is
equal to Sy (X) = > ;7 €(]|Xi]), as defined in (1.1.2). Let us have a look at its expectation.

Example 3.1.1 (Mean interference at the origin). How large is the expected sum of the signals
that one receiver at the origin experiences? Campbell’s formula from Theorem 1.3.1 gives

BlT] = BlSiop (X)) = [ €Iyl ulc),

where 4 is the intensity measure of the point process X. Let us study the important special case
of a standard PPP X with intensity A, and let us pick one of the two bounded choices of £ in
(3.1.1). (Indeed, one can easily see that the perfect-scaling choice £(r) = % leads to an integral
that diverges for any value of a — either at oo or at zero). Hence, the finiteness of the integral
exclusively hinges at the integrability of the integral of £(|| - ||) at infinity. The asymptotics for
y — oo are ~ ||y||~%, hence we see that

E[Ix] < o0 = a>d.

This belongs to the reasons that often we will pick o > d or make the assumption that y — £(||y||)
is integrable with respect to u: the interference is an integrable random variable. For both above
choices of £ it is possible without difficulties to calculate the expectation of the interference.
Campbell’s formula helps us also to find its variance explicitly, but for its finiteness we even
need to assume that a > 2d. <

Example 3.1.2 (The distribution of the interference). Let us describe a standard procedure
for describing the distribution of the interference at zero, Ik, for a PPP X with general intensity
measure i and general path-loss function £. The two basic ingredients of this procedure are (1) an
approximation with the interference coming from a large ball, and (2) decomposition according
to the number of users in that ball. However, we will see that an explicit identification of the
distribution is possible only in very particular cases.

Let Ix[B] = > ic;. x,ep £(||Xill) denote the interference at zero coming from all users in a
set B, and recall that Nx(B), the number of users in B, is Poisson-distributed with parameter
w(B). Furthermore, recall from Lemma 1.2.4 that, given the event { Nx(B) = k}, the k users in
B are independent and identically distributed sites with distribution p(dz)/u(B), restricted to



3.1. DESCRIBING INTERFERENCE 41

B. We denote by B, the centered ball around the origin with radius a. Let us try to calculate
the distribution function of Ix. For any t € [0, 00), we have

P(Ix < t) = lim P(Ix[B,] <t) = lim ) —M<Ba>“(B“)kP(1 [Ba] < t| Nx(Bg) = k)
X > = lm X|DPa| > = lm € X|DPa| > X\(Da) =

a—00 a—00 k!
keNp (3 1 3)
. 1.
e —n(Ba) 1(Bq)® 4
= lim e Z " P, ZLJSt ,
a—00 KNy ! =

where Ly, ..., Ly are k i.i.d. (0, 00)-valued random variables with the distribution of ¢(||Y]|). If
Y € B, is distributed according to p(dx)/u(B,) that is,

1

Po(Ly <) = ,U(Ba)/B We(llyll) <t} p(dy),  t€(0,00).

It is not straight-forward to evaluate the right-hand side of (3.1.3), but such problems are
ubiquitous. The last term is the distribution function of a sum of k i.i.d. random variables and
hence it looks promising to proceed instead with either the Fourier transform (characteristic
function) or with the Laplace transform, since in both cases the probability term is decomposed
in a product of k identical things, i.e., in a k-th power. In both cases, the k-sum can therefore
be evaluated with the help of the exponential series. Let us demonstrate this for the Laplace
transform: for any s > 0, we have

k
B = tim o#0) 3 HB g ety

a—00 k!
keNg
k
s —u(Ba) N(Ba) —sLi1k
= alg{)loe H g x Eqle™ %]
keNy
_ T —u(Ba) —sLy
Jim e exp {11(Ba)Ea[e ]}
= 1 —st([lyll) —
—alggoeXp{/ e 1(dy) ,U(Ba)}

a

~exp { /R el ) “(dy)}‘

(This calculation is an alternate proof of Campbell’s theorem 1.3.1 for Laplace transforms.)

A similar calculation applies to Fourier transforms. Indeed, for any w € R, we see that

Fiefo) = Bl = exp { [ 6090 — 1] () .

Now, in order to identify the distribution of Ix, one has to find formulas for the inversion of the
respective transforms.

An explicit evaluation of this integral seems possible only for very particular choices, for
example p the Lebesgue measure and ¢(r) = r~“. It is not clear how much one can learn form
such model calculations, as the interference drastically depends on the choice of the path-loss
function and on the users that are located close to the origin, and they may produce effects that
are typically unwanted and unrealistic. &
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Example 3.1.3 (Interference with individual transmission powers). Let us consider the case
where each user X; emits a signal with an individual transmission strength P; € (0,00). We
assume that, given I, the PPP X = {X;: i € I} and the collection P = (P;);er of strengths
are independent, and that (P;);cs is an i.i.d. collection. Then {(X;, P;): i € I} is a marked
PPP. The interference at zero is now the random variable I(x py = >,y Pi¢(||X;]|). Its Laplace
transform is calculated as

Ele™*/euP] = exp { /Rd /(0 ) [emopillol) —1] K(dp)“(dy)}’

i€l

where K is the distribution of a transmission strength. In the special case u = ALeb and
£(r) = r~®, one can calculate in an elementary way that

Efe=0n] = exp { Aeq /(0 o) K- )}

where I' denotes the distribution function of the Gamma distribution. &

3.2 The signal-to-interference ratio

The interference Ix(y) at a given site y from transmissions from all the users X; € X is a measure
of the total amount of noise that is received from all the messages that are present. Actually, the
receiver at y is interested to successfully understand a signal that comes from a particular user
X;. The interference makes it hard that (s)he is successful. A precise mathematical criterion
for this success is given in terms of the signal-to-noise-and-interference ratio (SINR),

PA(IX: o)
SINR(X;,y,X) = , y € R. 3.2.1
Koot 2 = N5 e P — o) (321)

where N € (0,00) is the general noise in the system, P; € (0,00) is the signal power of the i-th
user, and ¢ is a path-loss function as in Section 3.1. In words, SINR(Xj,y,X) is the quotient
of the (wanted) signal strength that is received at y from the user X; and the (unwanted) total
sum of the basic noise and all the other signal strengths transmitted from all the other users.
If y = X, for some X;, € X, then in the interference term also the signal from X; to X is
neglected, i.e., we consider 3.\ ¢ oy P5C(IX; — Xil])-

If we want to neglect the general noise, then we put N = 0 and call the quantity in (3.2.1)
the signal-to-interference ratio (SIR) and write it as SIR(X;,y,X). Certainly, we can further
simplify by putting P; = 1 for any ¢. Both the noise NV and the signal strengths P; can be taken
random.

The criterion is then formulated as:
The person at y can detect the signal from X; — SINR(X;,y,X) > 1, (3.2.2)

where 7 € (0,00) is a technical constant, which measures the fineness of the ability to filter the
wanted signal from the unwanted ones. The area of sites that can detect the signal emitted from
a given Poisson site X; € X,

Cx, = {y € R%: SINR(X;,y,X) > 7} (3.2.3)
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is called its SINR cell. The union of these cells,

SQINR = U Cx,, (3.2.4)
el

is called the SINR model similar to the Boolean model in (2.3.1). We define the SINR coverage
probability
po(y) = P°(y € Co) = Tagu({y}),  y €RY, (3.2.5)

as the probability (under the Palm measure) that a given site can be reached by a signal emitted
from the origin; recall the capacity functional introduced in (2.2.2).

Remark 3.2.1 (Calculating the coverage probability). Note that this probability can be eval-
uated using that
poly) = B(Potlllyl) = 7(N + 3" Pe(1X; — ol ) ).
J€el

The probability involves the PPP X, the random noise N and the i.i.d. signal strength variables
P;; we assume that all these quantities are independent. It is difficult to obtain more explicit
formulas in general; [BB09a| derives formulas involving Fourier transforms of the interference
and of the signal strength variables. Here is an approach for the case that the signal strengths
P; are exponentially distributed with parameter c. This puts us in the lucky situation that we
can employ the Laplace transforms of N and of the interference I(x py(y) = > e P5¢(1X; —yl)
as follows.

Poly) = /0 TP > 7 U(ly)) PN + Ie.py(y) € ds)

_ /0 " exp{—crs/0(yl)} PN + Igg.p(y) € ds)

— Ly 10 (e /2y )
— La(er/EIy) L1 oy (e /EYID),

where we used that the Laplace transform of a sum of two independent random variables is equal
to the product of the two Laplace transforms. For calculating the transform of I(x p)(y), one
might use Example 3.1.3. In the simple case where N = 0 and £(r) = r~ for some a € (0, 00),
one can derive explicit results. &

Remark 3.2.2 (Avoiding interference). In our interpretation, the sum over i in the sum in
the denominator of the SIR in 3.2.1 actually extends over the set of those users who transmit
precisely at the time that we consider. In a more complex model that takes a time development
into consideration, certainly this set can vary from time to time. Even more, if many users desire
to transmit messages, then it will be absolutely necessary to distribute the times of transmissions
in such a way that, at each of the time instances, only a carefully chosen part of the messages is
sent out, such that the sum in the denominator is not too large. A strategy that guarantees this
will possibly allow only a certain density of user to transmit at a given time instance. Further,
since we are looking at a multi-hop system, each message will need to be assigned several such
hopping times, until it finally arrives at the intended receiver.

Finding or describing algorithms to achieve this belong to the theory of discrete optimization,
but finding the abstract possibility to do this and proving bounds for the number of message
transmissions per time unit is an exciting application of percolation theory. &
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3.3 SINR percolation

Given the point cloud X, the SINR gives us a more refined and more realistic rule to build a
random graph with vertices given by X. The classical Boolean model, where an edge is drawn
between two points based on their mutual distance, can now be replaced by the SINR model,
where a directed edge is drawn from X; to X in X if SINR(X;, X;,X) > 7. In many systems,
one considers a message transmission X; — X; successful only if also a confirmation message
X; — X; is successfully transmitted. Hence, it makes good sense to introduce symmetry in
the bonds and consider the undirected graph having an edge between X; and X; in X if both
SINR(X;, X, X) > 7 and SINR(X}, X;,X) > 7.

Let us introduce an additional parameter v > 0, which allows us to tune the interference
and write

PL(]X: —yl)

SINR. (X, y,X) = . yeR 3.3.1)
| N 75 e B — o) (

We call the corresponding graph the SINR, model.

Remark 3.3.1 (Relative versus total interference). The exclusion of the transmitter X; in the
interference term in the denominator in (3.3.1) is a standard model assumption. However, under
a suitable change of the connectivity parameter 7, the reduced interference }_ . p 1y PiC([| X5 —
y||) can be replaced by the total interference I(x py(y). Indeed, the condition SINR. (X;,y,X) > 7
is equivalent to

Pl Xi—yl) 2 (N +7 D0 Bel1X; — ) =7(N +Tep) () = vRIX — ),
Jel\{i}

which is equivalent to Pil([|X; — yll) = 175 (N + 7L x,p)(y))- <&

In contrast with the Boolean model, the SINR, model has far-reaching correlations, and one
might think that its mathematical treatment should be much more difficult than the one of the
Boolean model. This is in general true, but with respect to the degrees of its nodes, the SINR,
model has surprisingly a rather simple property. Indeed, while the vertices in the Boolean model
in an infinite space have unbounded degrees (in the sense that, with probability one, there exists
an infinite sequence of users (X;, )nen such that each X;, has at least n neighbors), in the SINR,,
model this cannot happen.

Lemma 3.3.2 (The SINR, model has bounded degree). Let v > 0, then in the SINR, model,
with probability one, each node has at most 1 + 1/(y1) neighbors.

Proof. Let Xy be any user in X and denote by Ny the number of its neighbors. If Ny < 1, there
is nothing to show. If Ny > 1, then with probability one, there exists a neighbor of Xy with
smallest signal power, i.e., there exists X; € X be such that for all i =2,..., Ny

Pu(][ Xy = Xoll) < Pue(]|Xi — Xoll)-

Then,
PuU(||Xy = Xol) = TN+ > Pl(|1X; — Xol))
jeI\{0,1}
> 7y(No — 1) Pre(]| X1 — Xol|)

and thus Ny <14 1/(y7). O
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In particular, if ¥ > 1/7, then each node has at most one neighbor and the SINR, model
has components of size at most two.

Remark 3.3.3 (SINR, model versus Boolean model). 1. For v = 0, the interference is ne-
glected and the SINR.,, model becomes a Boolean model, where two users are connected
independently from all the other users. Assuming that all users transmit at some fixed
maximum power P € (0,00), the (random) radius of interaction is then given by

R =sup{r >0:¢(r) > TN/P}.

More specifically, for £(r) = 7~® we have that R = (P/(7N))/®. Recalling the statement
5. in Remark 2.5.1, under some assumptions on the distribution of N, there exists a
non-trivial A}, € (0,00) marking the phase-transition point which separates a sub- and
supercritical regime of percolation.

2. Note that for any v > 0, realization-wise, the SINR.,, model is contained in the SINRq
model since interference can only decrease the connectivity. Hence, for A < A%, the SINR,
model is subcritical.

3. For A > A7, we know that

(a) the SINRo model is supercritical and
(b) for v > 1/7, by Lemma 3.3.2, the SINR, model is subcritical.

Hence, there must exist a critical 0 < v.r(A) < 1/7 at which the SINR, model has a phase
transition of percolation. &

The following theorem makes statements about v.,(A) under rather strong model assump-
tions. A proof can be found in [DBT05].

Theorem 3.3.4. Let d = 2 and assume P; = P and N to be fized positive and finite numbers.
Further assume that there exist 0 < 6 <  and M > T7N/P such that the pathloss function
satisfies £(r) =0 for all v > § and TN/P < {(r) < M for all v < 6. Then, there exists \' < oo
and a function Yer: [N, 00) — (0,00) such that, for X > N and v < v (\) there exists almost
surely an infinite component in the SINR. model.

A more complete statement for the existence of a super-critical phase in the presence of
interference is given in [DFMMTO06]. Let us stress that, with interference, the percolation
probability is not a monotone function of the intensity any more. In fact, for a sufficiently large
intensity, the connectivity of the model begins to decrease due to the effect of interference. The
general picture is summarized in Figure 3.3.1.
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Figure 3.3.1: Sketch of the phase diagram for percolation of the SINR., model.



Chapter 4

Events of bad quality of service:
large deviations

For measuring the quality of a random telecommunication system, it is certainly important to
quantify its expected performance, i.e., the quality of service in a normal situation. However, it
appears equally important to know also something about very bad situations, i.e., about random
occurrences of events of a bad service, like an event of the form that only a small percentage of
users actually are connected. For such unwanted, but hopefully rare, events, it is desirable to
know (1) good upper bounds for the probability for this to happen, and (2) the characteristics
of the situation that typically leads to this unlikely situation.

Mathematical tools for deriving such information are provided by the theory of (the proba-
bilities of ) large deviations, at least in situations where a certain parameter diverges that drives
the unlikeliness of the event. If the theory of large deviations is applicable, it turns out that
the probability under consideration decays even exponentially fast in the parameter, and the
exponential rate is characterized in terms of a variational formula, which is amenable for a
deeper investigation. In the connection with telecommunication, we mainly think here of the
high-density limit A — oo, where the presence of too many user in a bounded area lets the
interference explode; see the end of Section 1.7, in particular Lemma 1.7.7 and Section 3.2.

In this chapter, we explain what large-deviations theory is and what it can achieve; see
[DZ10] for a general account and [RS15] for an introduction to the theory with statistical physics
flavor. Roughly speaking, it provides tools for expressing, for random events Ai, As, A3, ...
whose probabilities converge to zero, the exponential rate of this decay lim, %log P(A,), if
it exists. In Section 4.1 we explain a typical example, in Section 4.2 we give a crashcourse on
the theory, in Section 4.3 we proceed with the main example that we have in mind and give the
large-deviation principle in the high-density situation, and in Section 4.4 we show an application
to frustration events coming from a lack of connectivity due to too much interference.

4.1 Introductory example
The prototypical example is in terms of a random walk S, = X1 4+ - -+ + X,,, the partial sum of
independent and identically distributed (i.i.d.) random variables X;. For definiteness, assume

that the X; have expectation equal to zero and additionally very strong integrability properties,
more precisely, have finite exponential moments of all orders. Then, according to the law of large

47
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numbers, S, /n converges to zero in probability, i.e., the probability of the event {|S, /n| > x}
converges towards zero as n — oo for any x > 0. Such an event is the prototypic example of an
event of a large deviation. We want to find very good upper estimates for its probability, first
for the upwards deviation {S,, > zn}.

With the help of the Markov inequality, one derives the following upper bound. For any
y > 0, we have

n
P(S,, > zn) = P(e¥Sn > V™) < e ¥ME[e¥Sn] = e_ymE[HeyXi} = o VIR [e¥ X1
i=1 (4.1.1)

_ (e vmen)

Note that we used that all the exponential (here: the positive) moments of X; are finite. The
technique that we demonstrated in (4.1.1) is sometimes called the exponential Chebyshev in-
equality. Optimizing over y, we derive an exponentially decaying upper bound, which we may
summarize as

lim sup E log P(Sy, > zn) < —I(x), x € (0,00), (4.1.2)
n—oo 1N
where the rate function I is given as I(z) = sup,~o[yz — log E(e¥*")]. When turning to lower
bounds, it turns out that the upper bound I(x) is already extremely good and cannot be
improved on the exponential scale. Indeed, somewhat deeper techniques (see Remark 4.1.1)
show that in (4.1.2) also the opposite inequality holds and that a version of I for negative x
holds as well. This may be loosely summarized by saying that

P(S, ~ zn) ~ e (@) n — 0o, (4.1.3)
for any = € R, with rate function
I(z) = suplyz — log E(e?*1)], z € R, (4.1.4)

yeR

which is the Legendre transform of the map y + log E(e¥X1). One says that (S, /n)nen satisfies
a large-deviations principle (LDP) with rate function 1.

It is important to note that the formula (4.1.4) for the exponential rate is explicit and
amenable to further analysis; it contains useful and characteristic information about the way
how the large-deviations are typically realized. The theories of convex functions and variational
calculus are helpful here.

Remark 4.1.1 (Lower bound). The standard method to prove the lower bound in (4.1.3) is via
the Cramér transform, which is an exponentially transformed probability distribution of the step
variables X; that drives the random walk to adopt the deviation event as its typical behavior.
This transform ]?Da has a parameter a € R and is defined by using the Radon-Nikodym density
Z%eaxl with respect to the distribution of X7, where Z, = E[e®X1] is the normalizing constant.
Hence, for any measurable set A C R,

By(X1 € A) = ZLE[eaXln{Xl e A}]. (4.1.5)

Now we fix # € R and derive the lower bound in (4.1.3). It is elementary to calculate the
expectation of X; under P, explicitly in terms of the moment generating function ¢,(z) =
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E. [e"X1] and to pick a in such a way that Eo(X;) = 2. Indeed, it turns out that a is characterized
as the unique number that realizes the maximum over y in (4.1.4). Now we rewrite the probability
on the left in terms of this transformed measure:

P(S, ~ zn) = Z'E, [e™5" 1{S,, ~ zn}] ~ Zle= 9By (S, ~ xn).

For the last term, if the event {S,, &~ xn} is defined in a suitable way, e.g., as {|S,/n —z| < x,}
for some x,, — 0 (not too quickly), one can apply well-known asymptotics in the vein of the
law or large numbers, to see that its exponential rate is zero. Hence, the exponential rate of
P(S,, ~ xn) is shown to be equal to —[ax —log Z,]. Using the above mentioned characterization
of a, we see that this is equal to —I(x), and the proof of (4.1.3) is finished. )

4.2 Principles of large deviations

A proper formulation of a large-deviations principle is in terms of the weak convergence of the
set function %log P(S,/n € -) towards the set function —inf{I(x): x € -}, i.e., in terms of upper
bounds for closed sets and a lower bound for open sets.

Definition 4.2.1 (Large-deviations principle). Let X be a topological space and (X,)nen be a
sequence of X -valued random variables. Furthermore, let I: X — [0, 00] be a lower semicontinu-
ous function. We say that (X, )nen (or equivalently, its distributions) satisfy a large-deviations
principle (LDP) with speed n and rate function I, if, for any open set G C X and for any closed
set ' C X,

1 1
liminf — log P(X,, > —inf I d 1 —logP(X, € F) < —inf I(z). (4.2.1
iminf —log (Xn€e@)> inf () and limsup —log (X €eF) inf (). ( )

n—oo n—oo

Hence, topology plays an important role in an LDP.

Example 4.2.2 (Cramér’s theorem). The introductory example of Section 4.1 is called Cramér’s
theorem. It states that, if a sequence of i.i.d. centered real-valued random variables (X;);en is
given, having all exponential moments finite, then the sequence of the empirical means %(X 1+
4 X)) = %Sn satisfies an LDP with speed n and rate function I given by (4.1.4), the Legendre
transform of the map y — log E(e¥*1). The function I is convex and non-negative and possesses
the expected value of X7, zero, as its only zero. The proof comes in several steps:

1. The proof of the upper bound for sets of the form F' = [z,00) with x > 0 is in (4.1.1).
2. Sets of the form (—oo, —z] are handled in the same way.
3. The proof of the corresponding lower bound is outlined in Remark 4.1.1.

4. General open, respectively closed, sets are handled by using that [ is strictly increasing in
[0, 00) respectively strictly decreasing in (—o0, 0]. O
One useful tool says that continuous maps turn LDPs into new LDPs.

Theorem 4.2.3 (Contraction principle). If (X,)nen satisfies an LDP with rate function I in
the topological state space X, and if F: X — Y is a continuous map into another topological
space, then also (F(X,,))nen satisfies an LDP, and the rate function J: Y — [0, 00] is given by

J(y) =inf{l(z): x € X, F(x) = y}, yey.
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One of the cornerstones of the theory tells how to evaluate the exponential rate of expec-
tations of an exponential function of variables that satisfy an LDP. We call a rate function
I: X —[0,00] good if its level sets {x € X': I(x) < a} are compact.

Theorem 4.2.4 (Varadhan’s lemma). If (X,,)nen satisfies an LDP with good rate function I
in the topological state space X, and if f: X — R is continuous and bounded, then

lim ~ log E[e™ X)) = sup(f(z) — I(z)).

n—oo n zeEX

This is a substantial extension of the well-known Laplace principle that says that fol el (@) qg
behaves to first order like e”™a0.11/ if £:[0,1] — R is continuous.

4.3 LDP in the high-density setting

Now let us consider the limiting situation of importance for modeling large networks that we
briefly mentioned at the end of Section 1.7, the high-density limit. Let a bounded communication
area D and a Poisson point process X = (X;)c 1, in D with absolutely continuous intensity
measure Ay be given. Here )\ is a positive parameter, which will be sent to infinity. According
to Lemma 1.7.7, the normalized empirical measure Ly = \~! Zieb\ dx, converges towards the
intensity measure. That is, Ly = pu as A\ — oo in the 7-topology, i.e., when testing against
measurable and bounded functions.

Now let us consider the large deviations of the empirical measure L.

Lemma 4.3.1 (LDP for Ly). Let X* = (X;)ier, be a PPP in a compact set D C R with
intensity measure A\, where A € (0,00) and p is an absolutely continuous measure on D. Then,
the normalized empirical measure Ly = A1 0x, satisfies, as A — oo, an LDP on the set
of measures on D with rate function given by

1€y

o) = i) = [ £(0)log f(@)utcr) = m(D) + (D), (13.1)
if the density dm/dp = f ewists, and H(m|u) = oo otherwise.

The term H(m|p) is called the Kullback-Leibler divergence or relative entropy of m with
respect to the reference measure pu.

Proof. Let us give an argument why this LDP should be true, at least in the weak topology.
Pick some measure m on D with density with respect to u. We want to heuristically evaluate
the probability of the event {Ly ~ m}. We approximate this by picking a decomposition of
D into many small measurable sets Ay,..., A, with positive Lebesgue measure. Then we find,
using the independence of Ly(A1),..., Lyx(A,) and the Poisson nature of X*,

P(Ly ~m) =~ IP)(L)\(A;C) ~m(Ap)Vk=1,... ,n)

= f[ P(D" dx,(4x) ~ Am(4y))

k=1 €l
o (AR A
—H[ Om(A)) ¢ we )}'
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Now use the rough form of Stirling’s formula, n! = (%)”eo(”), to see that

m(Ag)
Ly AR - m(4x)])

Q
/N
|

>~
I &

3

o

ol

o

o

where m™ and p(™ are the coarsening projections of m and p on the decomposition (Ay, ..., Ay)
of D. It is an exercise to see that their entropy converges towards the entropy of m and u in
the limit n — oo of zero fineness of the decomposition. O

4.4 An application to user connectivity

Now let us demonstrate an example of what assertions can be deduced from the LDP of
Lemma 4.3.1. This example is taken from [HJKP18]. We will focus on the frustration event
of too many users being unable to send their messages to a single base station placed at the
center of the compact communication area D. The network is assumed to carry a relaying func-
tionality, that is, messages do not have to be delivered to the base station directly but can also
use one intermediate relaying step. We call a user frustrated if any possible message route from
him is blocked due to too low SIR along the message trajectory. We are working with the SIR
introduced in Section 3.2 (with zero noise, N = 0), but we add a factor of v = 1/X in front
of the interference, in order to cope with the exploding amount of interference coming from an
exploding number of users. (This is of course only a mathematical trick in order not to have
to introduce time and to divide the message emissions on many time instances, as proposed in
Remark 3.2.2). Hence, we can rewrite the SIR as a functional of the empirical measure of the
PPP of users as SIR(Xj, z, L)), where for any measure v on D, we write

(| Xi — 2[)
vie(] - =]’

and we write v[f] for the integral of a function f with respect to v. Note also that, as explained
in Remark 3.3.1, there is no loss of generality in using the total interference.

SIR(X;, z,v) =

Now we want to allow each message from some X; to the base station at the origin o to
make one direct step or at most one relaying step into some relay X,;. We require that each of
the two steps X; — X; and X; — o has to satisfy the interference condition that the SIR is not
smaller than a given threshold 7 € (0,00). Let us write this in terms of the minimum SIR in a
trajectory x — y — o

D(l’, Y, 0, V) = mlH{SIR(ZE, Y, V)) SIR(ya o, V)}
The maximum over the two trajectories © — o and x — y — o for some y is then given by

R(z,0,v) = max {SIR(:E, 0,v), max D(z,y, o, 1/)}
yex>

We will render the transmission of a message from X; to o successful if R(X;,0, L)) > 7 for a
given threshold 7 € (0,00), i.e., if either the SIR of the direct or both SIRs of the two hops
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Figure 4.4.1: Realization of user configuration with black users directly linked to the origin, blue
users indirectly connected and red users disconnected.

of some indirect two-hop link from X; to o are larger than 7. In Figure 4.4.1 we present a
realization of the network indicating direct and indirect uplinks.

We are interested in the large deviation behavior of the empirical measure of frustrated
users, that is, of those ones whose message do not reach o. Their empirical measure may be
written in terms of the function

SOV,T(:C) :]I{R(LIT,O,V) <T}7 I‘ED,

as the measure with density ¢, . with respect to Ly, that is,

My, (dz) = ¢, - (@) Ly(dz) = % > bx,(dz)1{R(X;,0,Ly) < 7}.

i€l

Note that Ly appears here at two places: as the ground measure and as inducing interference;
a general definition of the measure 9, for arbitrary measures v is obvious. Examples of events
that we could handle now are of the form

(M, (D) = My (D) > e},

In words, the event that the proportion of disconnected users is by € > 0 higher than expected.
Now using the LDP of Lemma 4.3.1, one obtains that

lim % log By, (D) > b) = — inf{H(v|p): Mo (D) > b}, be (0,00). (4.4.1)

(Actually, it is not possible to apply Lemma 4.3.1 directly, since the event {91, (D) > b} is not
closed, and the map v +— 9, (D) is not continuous, but these are only technical constraints.)

The minimizers v of inf{H (v|u): M, (D) > b} describe the typical behavior of the system
conditioned on the atypical event {9, (D) > b}. It can be shown that for this event, in a
domain D given by a centered disk, any minimizer must be rotationally invariant if 4 = Leb if
only a direct uplink is allowed. A plot of the resulting radial density is given in Figure 4.4.2 in
case of a disk with radius 5. It can be clearly seen that an event of too many disconnected users
is typically achieved by putting slightly more users at the cell boundary. Even more prominently,
it is entropically beneficial to also put more users next to the base station at the center. Those
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users create a higher then expected interference, leading to more users being disconnected at
the cell boundary.

In general however, finding more explicit properties of the minimizers is a hard analytic task
and requires additional research.

Radial density

08
]

Density

04
]

0z
]

Radius

Figure 4.4.2: Plot of the spatial intensity as a function of the radius in black based on simulations.
The corresponding analytic approximation result is shown in red.






Chapter 5

Random malware propagation:
the contact process

In contrast to the preceding chapters, where we considered the propagation of wanted messages
over the telecommunication system, we now turn to the propagation of unwanted ones, e.g., of
malware. We introduce, on the set X of all the device locations, a Markovian time-dependent
model of the set of infected devices at a given time. The main random mechanism that drives
this infection has two elements: (1) each user that has an infected neighbor is also infected after
an exponentially distributed random time, and (2) any infected device undergoes a spontaneous
healing after another exponential random time.

This is a well-known mechanism of a Markovian random process on a state space of the
form EX, the contact process; every device X; has two possible states, infected or susceptible.
The contact process is a prominent object in the theory of interacting particle systems (IPS). In
a nutshell, it is the theory of continuous-time Markov jump processes on discrete configuration
spaces of the form E¥, where X carries some neighboring structure, see [L85] for the standard
text book on the subject. The contact process has not yet been investigated, to the best of our
knowledge, on a PPP X, but if the locations of the devices are replaced by the fixed sites in the
standard grid Z?, then there are many precise results in the literature.

The spontaneous healing can be seen as a counter measure that the operator has installed
in the system. However, we consider such a model not as the most suitable one for describing
this; rather we would like to introduce a third possible state in the model: to be healthy and
immune for later attacks by the malware. This seems to lead to an IPS that has not yet been
introduced to the literature yet.

In Section 5.1 we introduce continuous-time Markov chains on finite sets and explain how
jump rates characterize the process. The contact process is introduced in Section 5.2, and in
Section 5.3 we summarize some of its most important properties in the simpler situation on the
grid Z% in place of X. Finally, in Section 5.4 we give an outlook on related models that might
be useful in the modeling of propagation of malware in telecommunication systems and still are
waiting for their exploration.
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5.1 Markov chains in continuous time

Let us explain how a Markov chain in continuous time is characterized and constructed generally
in terms of waiting times and jump rates. We do this here only for a finite set 2 as the state space.
Let (wt)ie[0,00) denote a time-homogeneous Markov chain in continuous time on € with starting
site wg = a. Such a process must be necessarily a jump process. Let 71 = inf{t > 0: w; # a}
denote the first jump time, i.e., the first time at which the particle leaves its initial state. Then,
by the Markov property and time-homogeneity,

P71 >t + h|m > t) =P 71 >t + hlw = a) = P11 > h), t,h € (0,00).

Hence, P*(1y > t+h) = P%(1y > h)P%(1; > t), but this is a functional equation that can only be
solved by the exponential function. Thus, P*(1; > t) = exp(—Aq4t), for some A, € (0, 00), which
means that 7 must be exponentially distributed. The parameter A, can be recovered via

d

[ — a —
an h:DP (7‘1 > h) Aa-

The decision of the process at the jump times is described by a stochastic matrix p = (pqp)s,je0;
where p,p € [0,1] is the probability to jump from state a to state b. We can neglect p,, and
assume that p,; be positive only for a # b. This is simply the transition matrix of a discrete-
time Markov chain that never stands still. But then, for b # a we have that P*(wr,) = b) = pa.p.
We introduce the jump rates of the process as

d

c(a,b) = ~ o

P*(wp, = b) = Aapap € [0, 00). (5.1.1)

The collection of all the jump rates is called the transfer matriz, Q-matriz or generator of the
process
L = (c(a,b))qpen-

Certainly, the further propagation of the Markov process X is done (in accordance with the
Markov property) by iteration of the above described procedure, starting at time 71 with the
process at its new location after one jump.

The transfer matrix, together with the initial distribution, characterizes the distribution of
the process completely. The expected waiting time for a jump is given by A\, = Zbeﬂ\{a} c(a,b)
and by definition c¢(a,a) = —\,. In particular, the row sums of L are all equal to zero.

A common way to describe the jump mechanism is in terms of the asymptotics
P"(wisn =b|wy =a) =1 —c(a,b)h +o(h),  h 10,

for initial distribution v on 2 and transfer matrix L.

The paths of the Markov chain (wt);e[o,o0) are right-continuous everywhere and constant
strictly between the jump times and have left limits at the jump times. In other words, the
paths lie in the space of cadlag paths

D[0,00) = {f: [0,00) — : f is right-continuous and has left-limits everywhere}.

To fix some measurability structure on D[0,00), we at least want to be able to evaluate the
process at any given time on the Borel-sigma-algebra on €2, i.e., we equip DI0,00) with the
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sigma algebra generated by the events {w; € A} for all ¢ > 0 and A € B(2), which also provides
us with a filtration.

In the simplest case where @ = N, wyp = 0 and ¢(a,b) = ¢q(1{b = a + 1} — 1{b = a})
for all a € Ny, the process of jump times is a PPP on [0,00) with intensity ¢q. The Markov
process (wt)te[o,oo) increases by one after independent exponential times with parameter g. Such
a process can be used as the counting process for another (time-homogeneous) Markov chain in
continuous time; it ‘rings’ at all the times at which that process must make a jump.

5.2 The contact process

In this section, we consider a particular continuous-time Markov chain with relevance for the
random propagation of malware over a system of devices, the contact process. We first make
some general remarks on interacting particle systems as continuous-time Markov chains with
infinite state space.

Let us keep a locally finite point configuration x = {z;: i € I} fixed, which can now be
countably infinite. We assign to each x; a certain property wi(z;) € E at time ¢, where E is a
finite set of all the states in which the users z; can be. Rates ¢((,&) are then a priori defined
for any pair of states (,£ € €. There is no problem to construct a Markov process, as long
as the set x of devices is finite. However, if x is infinite, some serious mathematical problems
in the construction arise, since the state space 2 = E® is then even uncountably infinite. The
transition rates can not be simply collected in a transfer matrix anymore, which necessitates
the use of Markov generators and their associated semigroups, a theory which we will not enter
here. The rates can still be extracted from the distribution via (5.1.1). In order to go the other
way around, namely to construct a process from a given set of rates, one has to employ deep
results from functional analysis, in particular the Hille-Yoshida theorem, for details see [L85].
Existence of a process can be guaranteed if the rates satisfy a number of conditions, for example
that sup, Z&eﬂ ¢(¢, &) < oo, which prevents the process from having waiting-time distributions
with infinite parameter. Let us note that many IPS can also be constructed by a graphical
representation without the use of generator theory.

In the cases that we want to consider here, we keep things much simpler (and more natural)
and requires that the only steps that can be made at a given time are the flips of any of the
states of one x;. Hence, the only non-zero rates ¢((, ) are the ones for ¢ and £ that are distinct
in just one site x;. This is already an ad-hoc definition of an interacting particle system (IPS)in
the sense of [L.85] (even though the term ‘interacting particle system’ is sometimes understood
in a much wider sense or is used for certain processes of a rather different nature).

One simple way to determine rates for the flip of the state of a given x; from a € E to
b e E\ {a} is to fix it as a constant, not depending on anything else. This is a good choice
for describing a spontaneous healing of an infected device, when a is the infected state and
b a healthy state. However, we also want to describe more interesting mechanisms, where an
infection comes from neighbors. The best well-known and perhaps most studied process that
describes this is the contact process, which we introduce now.

The contact process is defined on Q = E* for E = {0,1} (‘1’ standing for ‘infected’ and ‘0’
for ‘healthy’) and a general countably-infinite site space x = {x;: i € I} with some neighbor-
hood structure. More precisely, we need a notion of two sites being directly connected, usually
represented by an edge between the points. Think for example of the Boolean model, i.e., the in-
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fection can jump from device to device if their spatial distance is smaller than a given threshold.
More refined models of the underlying graph can also be considered such as the SINR model
introduced in Section 3.3.

Then, the contact process is characterized by jump rates on Q of the form ¢(¢,¢?), where
the configuration ¢’ equals ¢ except at the site x; where C;Z_ =1—(y,. Then, for all z; € z,

)b iy, =1,
)= o 5.2.1
C(C C ) {AZJEIZ TjT; ]I{CCCJ = 1}, if C$z = 07 ( )

and ~ denotes the neighborhood relation. All other rates ¢((, &) are equal to zero, i.e., only
single-site states are changed in a jump. An infected site becomes spontaneously healthy with
fixed rate one, independent of all the other sites. On the other hand, a healthy site becomes
infected with a rate that is A times the number of infected neighbors. The parameter A > 0 in
the model allows us to tune the strength of the infection. The model has a natural interpretation
as to represent a random spread of a disease with an additional self healing component. Note
that a healthy site can again be infected later; there is no possibility of immunization in this
model.

The contact process defined by the rates in (5.2.1) does belong to the class of models for
which an infinite-space version is well-defined at least for situations where the underlying graph
is a lattice or regular fixed geometry.

5.3 The contact process on Z

The contact process, although appearing innocent, shows many interesting features already on
the lattice Z¢ with the usual neighborhood structure. Most prominently, it has a phase transition
with respect to its class of invariant measures.

Let us first present some general notions for IPSs. We denote by P¥ the measure under
which the IPS is defined with the initial distribution v on €.

Definition 5.3.1 (Invariant measures). A probability measure v on Q is called invariant for the
1PS if
P ow; ! =v, for allt > 0.

(We use the measure-theoretic notation P o X1 for the distribution of a random variable X
under a probability measure P.) Moreover, the IPS is called ergodic if it has a unique invariant
measure v that satisfies that, for all starting measures v/,

. / —
lim P” ow; L—y
t—o00

in the weak topology.

Invariant measures represent initial distributions that do not change under the evolution of
the process. Note further that the set of invariant measures is always a convex set and hence it
can be represented by the subset of extremal invariant measures, which are the ones that can
not be represented by a convex combination of other invariant measures.

Now we turn to the special case of the contact process on Z? (i.e., with the state space
Q= {0, I}Zd) and with parameter A € (0,00) as in (5.2.1). Obviously, the delta measure dy,
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which puts mass one on the configuration w with w,, = 0 for all z; € z, is invariant under the
evolution of the contact process. We have the following theorem.

Theorem 5.3.2. Consider x = 7Z, then there exists Ay € (0,00) such that for X < A, the
contact process is ergodic. For X > A the process is not ergodic. In particular, there exist
infinitely many additional invariant measures.

Remark 5.3.3 (Properties of the contact process). 1. In the super-critical regime, the set of
invariant measures is given by convex combinations of §p and another invariant measure vy,
usually referred to as the upper invariant measure. It can be defined as limy_, oo P! owy -

V). In this regime, for some starting configurations, the malware can survive for all times.
2. Approximations for the critical rate suggest that Ae; &~ 1.6494, see [L85, page 275].

3. Similar to the percolation probability 8, we can define p(A) = vx({yp = 1), the probability
that the device at the origin is infected under vy. Again, close to the critical value, this
quantity should behave like a power law with some critical exponent. &

5.4 Other IPS for telecommunications

The contact process, although defendable as a model for simple telecommunication systems, is
certainly not the most accurate description of malware propagation in such a network. Another
classical model that has an interpretation in telecommunications is the voter model, see [L85].
Here, ¢ € N different opinions, or viruses, are in the system and the updating is given by

o(¢;¢") =x > 1{G; =al

je]: TjT;

In words, the configuration ¢ flips site ¢ into state a with a rate equal to A times the number of
neighboring sites that have the opinion a.

Let us finally mention some extensions and generalizations that we believe should be inves-
tigated in the context of IPS for telecommunications.

Remark 5.4.1 (IPS for telecommunications). 1. The set up of possible states should at least
comprise a state of susceptibility, a state of infection and a state of immunization. The
immune state then refers to a device on which an update has been installed.

2. For data protection reasons, the update can only be installed by the operator on an infected
device if this device has made its infection obvious on its own, for example by attacking a
device that possesses the healing capability.

3. Users with healing capability, sometimes called white knights, should be placed determin-
istically or randomly in the system. Their placement introduces another set of network
parameters, which must be distinguished.

4. The setting of IPS should be extended to cover random geometries. For example, one
should investigate IPS on realizations of the PPP with a neighborhood structure provided
for example by the Boolean model. Here typically two scenarios are relevant: (1) the
annealed setting, where the properties are investigated in expectation of the realizations
of the Boolean model, and (2) the quenched setting, where a typical realization of the
Boolean model is fixed in advance hopefully leading to results in the almost sure sense. <
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Let us close this section by giving some illustration of the spread of some malware, starting
from one infected user at the origin in the setting of a Boolean model for a Cox point process,
see Figure 5.4.1.
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Figure 5.4.1: Realization of randomly placed users on a street system of Poisson-Voronoi tessel-
lation type. The larger green discs indicate randomly placed white knights. Left: initial time
with one infected user in red at the center. Right: some finite time snapshot in which the mal-
ware has started to infect surrounding users in red. The green regular size users are vaccinated
by an software update initiated by some contact of the infection with a white knight.
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