
#### Abstract

A new type of dependencies in a relational database model is introduced. If $b$ is an attribute, $A$ is a set of attributes then it is said that $b(p, q)$-depends on $A$, in notation $A \xrightarrow{(p, q)} b$, in a database $r$ if there are no $q+1$ relations in $r$ such that they have at most $p$ different values in $A$, but $q+1$ different values in $b$. ( 1,1 )-dependency is the classical functional dependency. Let $\mathcal{J}(A)$ denote the set $\{b: A \xrightarrow{(p, q)} b\}$. The set function $\mathcal{J}(A)$ is characterized if $p=1,1<q ; p=2,3<q ; 2<p, p^{2}-p-1<q$. Implications among $(p, q)$-dependencies are also determined.


## 1. Introduction

A relational database system of the scheme $R\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ can be considered as a matrix, where the columns correspond to the attributes $A_{i}$ 's (for example name, date of birth, place of birth etc.), while the rows are the $n$-tuples of the relation $r$. That is, a row contains the data of a given individual. Let $\Omega$ denote the set of attributes (the set of the columns of the matrix). Let $A \subseteq \Omega$ and $b \in \Omega$. We say that $b$ (functionally) depends on $A$ (see $[1],[2])$ if the data in the columns of $A$ determine the data of $b$, that is there exist no two rows which agree in $A$ but different in $b$. We denote this by $A \longrightarrow b$.

Functional dependencies have turned out to be very useful. All existing data base managing systems are based on this concept. Let us consider the following example. Suppose that $\Omega=\left\{A_{1}, A_{2}, A_{3}, A_{4}\right\}$ and $A_{1} \longrightarrow A_{2}$ and $A_{3} \longrightarrow A_{4}$ hold. If we store the whole matrix in the memory of a computer, then it requires $4 N_{1} N_{3}$ regiters in the worst case, where $N_{1}\left(N_{3}\right)$ denotes the number of possible different values of $A_{1}\left(A_{3}\right)$. Indeed, $A_{1}$ and $A_{3}$ can take values independently, but they determine $A_{2}$ and $A_{4}$, respectively. Thus, the number different rows is at most $N_{1} N_{3}$. However, using the given functional dependencies, we can save a lot of memory. Indeed, it is enough to store the matrix consisting of the columns $A_{1}$ and $A_{3}\left(2 N_{1} N_{3}\right.$ registers) together with two little matrices each having two columns. One contains values of $A_{1}$ and $A_{2}$ in the first and second columns, respectively. The first column contains all possible values of $A_{1}$, while the second one contains the values determined by the dependency $A_{1} \longrightarrow A_{2}$. The other small matrix is built up from $A_{3}$ and $A_{4}$ in the same way. The number of stored values is at most $2 N_{1} N_{3}+2\left(N_{2}+N_{4}\right)$, which is usually significantly smaller than $4 N_{1} N_{3}$.

In the present paper we introduce a more general (weaker) dependency, than the functional dependency. We do it first in a very particular case, then we show the usefulness of the concept. Let $A \subseteq \Omega$ and $b \in \Omega$, we say that $b$ (1,2)-depends on $A$ if the values in $A$ determine the values in $b$ in a "two-valued" way. That is, there exist no three rows same in $A$ but having three different values in $b$. We denote it by $A \xrightarrow{(1,2)} b$. Similarly, $A \xrightarrow{(1, q)} b$ if there exist no $q+1$ rows each having the same values in columns of $A$, but containing $q+1$ different values in the column $b$.

Let us suppose that the database consists of the trips of an international transport truck, more precisely, the names of the countries the truck enters. For the sake of simplicity,
let us suppose, that the truck goes through exactly four countries in each trip, (counting the start and endpoints, too) and does not enter a country twice during one trip. Suppose furthermore, that there are 30 possible countries and one country has at most five neighbours. Let $A_{1}, A_{2}, A_{3}, A_{4}$ denote the first, second, third and fourth country as attributes. It is easy to see that $A_{1} \xrightarrow{(1,5)} A_{2},\left\{A_{1}, A_{2}\right\} \xrightarrow{(1,4)} A_{3}$ and $\left\{A_{2}, A_{3}\right\} \xrightarrow{(1,4)} A_{4}$. Now, we cannot decrease the size of the stored matrix, as in the case of functional ((1,1)-) dependency, but we can decrease the range of the elements of the matrix. The range of each element of the original matrix consists of 30 values, names of countries or some codes of them ( 5 bits each, at least). Let us store a little table ( $30 \times 5 \times 5=750$ bits) that contains a numbering of the neighbours of each country, which assignes to them the numbers $0,1,2,3,4$ in some order. Now we can replace attribute $A_{2}$ by these numbers $\left(A_{2}^{*}\right)$, because the value of $A_{1}$ gives the starting country and the value of $A_{2}^{*}$ determines the second country with the help of the little table. The same holds for the attribute $A_{3}$, but we can decrease the number of possible values even further, if we give a table of numbering the possible third countries for each $A_{1}, A_{2}$ pair. In this case, the attribute $A_{3}^{*}$ can take only 4 different values. The same holds for $A_{4}$, too. That is, while each element of the original matrix could be encoded by 5 bits, now for the cost of two little auxiliary tables we could decrease the length of the elements in the second column to 3 bits, and that of the elements in the third and fourth columns to 2 bits.

It is easy to see, that the same idea can be applied in each case when we store the paths of a graph, whose maximal degree is much less than the number of its vertices or when we want to store the sequence of states of a process, where the number of all possible states is much larger, than the number of possible successing states of a state or in any case when there hold many $(1, q)$-dependencies, where $q$ is small.

The general concept we shall study is the ( $p, q$ )-dependency ( $1 \leq p \leq q$ integers).

## Definition 1.1

Let $r$ be a relational database system of the scheme $R\left(A_{1}, A_{2}, \ldots A_{n}\right)$. Let $A \subseteq \Omega$ and $b \in \Omega$. We say that $b(p, q)$-depends on $A$ if there are no $q+1$ rows ( $n$-tuples) of $r$ such that they contain at most $p$ different values in each column (attribute) of $A$, but $q+1$ different values in $b$.

The aim of this paper is to generalize theorems valid for functional dependencies to $(p, q)$ -
dependencies. There arise several very interesting combinatorial problems in this context.

## 2. Characterization of $(p, q)$-dependencies

For a given relation $r$ (or its matrix $M$ ) we define a function from the family of subsets of $\Omega$ into itself $\Omega$ as follows.

## Definition 2.1

Let $M$ be the matrix of the given relation $r$. Let us suppose, that $1 \leq p \leq q$. Then the mapping $\mathcal{J}_{M p q}: 2^{\Omega} \rightarrow 2^{\Omega}$ is defined by

$$
\begin{equation*}
\mathcal{J}_{M p q}(A)=\{b: A \xrightarrow{(p, q)} b\} . \tag{2.1}
\end{equation*}
$$

We collect two important properties of the mapping $\mathcal{J}_{M p q}$ in the following proposition.

## Proposition 2.2

Let $r, \Omega, M, p$ and $q$ as above. Furthermore, let $A, B \subseteq \Omega$. Then

$$
\begin{align*}
\text { (i) } & A \subseteq \mathcal{J}_{M p q}(A)  \tag{2.2}\\
\text { (ii) } & A \subseteq B \Longrightarrow \mathcal{J}_{M p q}(A) \subseteq \mathcal{J}_{M p q}(B)
\end{align*}
$$

Proof.
It is clear that if $b \in A$, then $A \xrightarrow{(p, q)} b$ which proves $(i)$. On the other hand, if $A \subseteq B$ and $A \xrightarrow{(p, q)} b$, then $B \xrightarrow{(p, q)} b$ holds as well.

## Definition 2.3

Set functions satisfying (2.2) are called increasing-monotone functions. We say that such an increasing-monotone function $\mathcal{N}$ is $(p, q)$-representable if there exists a matrix $M$ such that $\mathcal{N}=\mathcal{J}_{M p q}$.
There arises the question whether all increasing-monotone functions on subsets of any given $\Omega$ are ( $p, q$ )-representable? If not, what are the restrictions on $p$ and $q$ or $\mathcal{N}$ ? The following theorem gives partial answer.

## Theorem 2.4

Let $\mathcal{N}$ be an increasing-monotone function on subsets of $\Omega$ satisfying $\mathcal{N}(\emptyset)=\emptyset$. Then $\mathcal{N}$ $(p, q)$-representable if one of the following holds.

$$
\begin{align*}
(i) & p=1 \text { and } 1<q \\
\text { (ii) } & p=2 \text { and } 3<q  \tag{2.3}\\
\text { (iii) } & 2<p \text { and } p^{2}-p-1<q
\end{align*}
$$

## Proof.

Let us call a sequence of subsets $\emptyset \neq A_{1} \subset A_{2} \subset \ldots \subset A_{k}$ of $\Omega$ a chain if the following two conditions hold:

$$
\begin{align*}
& \text { (i) } \quad \mathcal{N}\left(A_{i}\right)=A_{i+1} \quad(1 \leq i<k)  \tag{2.4}\\
& \text { (ii) } \mathcal{N}\left(A_{k}\right)=A_{k} .
\end{align*}
$$

For such a chain $L$ we construct the matrix $M(z, r, L)$ shown in Table 2.1.

| $A_{1}$ | $A_{2} \backslash A_{1}$ | $A_{3} \backslash A_{2}$ | $\ldots$ | $A_{k} \backslash A_{k-1}$ | $\Omega \backslash A_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| $z$ | $z$ | $z$ | $\ldots$ | $z$ | $z$ |
| $z$ | $z$ | $z$ | $\ldots$ | $z$ | $z+1$ |
| $z$ | $z$ | $z$ | $\ldots$ | $z$ | $z+2$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ |
| $z$ | $z$ | $z+r$ | $\ldots$ | $z+(k-2) r$ | $z+k r$ |
| $z$ | $z+1$ | $z+r+1$ | $\ldots$ | $z+(k-2) r+1$ | $z+k r+1$ |
| $z$ | $z+2$ | $z+r+2$ | $\ldots$ | $z+(k-2) r+2$ | $z+k r+2$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ |
| $z$ | $z+r$ | $z+2 r$ | $\ldots$ | $z+(k-1) r$ | $z+(k+1) r$ |

Table 2.1

Each column of the matrix begins with some $z$ 's, then from a certain position the natural numbers come in increasing order: $z, \ldots, z, z+1, z+2, \ldots$. The columns of $A_{i} \backslash A_{i-1}$ $(1<i \leq k)$ are all identical and the same holds for the columns of $A_{1}$ and $\Omega \backslash A_{k}$, respectively. The columns of the latter consist of $z, z+1, z+2, \ldots$. On the other hand, columns of $A_{1}$ consist of all $z$ 's. Columns of $A_{2} \backslash A_{1}$ are shifted in comparison to columns of $A_{1}$ by $r$, i.e. the number of $z$ 's at the beginning is $r$ less than that in columns of $A_{1}$, but their last element is $r+z$. In general, columns of $A_{i} \backslash A_{i-1}$ are shifted in comparison to those of $A_{i-1} \backslash A_{i-2}$ by $r(1<i \leq k)$. However, columns of $\Omega \backslash A_{k}$ are shifted by $2 r$ in comparison to $A_{k} \backslash A_{k-1}$. According to the definition of a chain, $A_{i} \backslash A_{i-1}(1 \leq i \leq k)$ cannot be empty, but $\Omega \backslash A_{k}$ can be. In the latter case the matrix does not contain such columns. We shall only use the following easily checked properties of this matrix.
( $i$ ) If two positions in a column of $A_{i} \backslash A_{i-1}(1<i \leq k)$ contain the same element, then any column of $A_{j} \backslash A_{j-1}$ contains identical element in those two positions for all $j<i$. ( $A_{0}=\emptyset$ by assumption.)
(ii) Choosing a $z$ in a column of $A_{i} \backslash A_{i-1}$ there can stand only $z$ or $z+1$ or $z+2$ or $\ldots$
or $z+r$ in the same position of a column of $A_{i+1} \backslash A_{i}$. However, if we choose a number $s$ different from $z$ in a column of $A_{i} \backslash A_{i-1}$, then only $s+r$ can stand in the same position of a column of $A_{i+1} \backslash A_{i}$.
(iii) For $k \geq j>i+1 \geq 2$ we can find $2 r+1$ different numbers (namely $z, z+1, \ldots, z+2 r$ ) in a column of $A_{j} \backslash A_{j-1}$ so that only $z$ 's stand in the same positions of a column of $A_{i} \backslash A_{i-1}$.
(iv) We can find $2 r+1$ different numbers (namely $z, z+1, \ldots, z+2 r$ ) in a column of $\Omega \backslash A_{k}$ so that only $z$ 's stand in the same positions of a column of $A_{i} \backslash A_{i-1}$ for $1 \leq i \leq k$.

Let $\mathcal{L}=\left\{L_{1}, L_{2}, \ldots, L_{m}\right\}$ be a set of chains which satisfies that for every pair $A, b$ $(A \subseteq \Omega, b \in \Omega)$ satisfying $A \neq \emptyset, b \notin \mathcal{N}(A)$ there is a chain $L_{j}$ and a set $A_{i}$ in that chain satisfying

$$
\begin{equation*}
A \subseteq A_{i} \quad \text { and } \quad b \notin \mathcal{N}\left(A_{i}\right) \tag{2.4}
\end{equation*}
$$

We obtain such a set of chains for example, if we take all possible nonempty subsets of $\Omega$ as $A_{1}$. For every chain $L_{i}$ we construct $p$ matrices $M\left(z_{1}^{i}, r, L_{i}\right), M\left(z_{2}^{i}, r, L_{i}\right), \ldots, M\left(z_{p}^{i}, r, L_{i}\right)$. We choose the numbers $z_{j}^{i}$ so that a natural number can occur in at most one of these matrices. We write the matrices one under the other to obtain the matrix $\mathcal{M}(r)$. If some column contains less than $q+1$ different symbols, then we repeat $M\left(z_{1}^{1}, r, L_{1}\right)$ enough times with all different $z$ 's to obtain at least $q+1$ different symbols in every column. We claim that for a suitable choice of $r, \mathcal{J}_{\mathcal{M}(r) p q}=\mathcal{N}$ holds. This is true if 1) $b \notin \mathcal{N}(A)$ implies that $b \notin \mathcal{J}_{\mathcal{M}(r) p q}(A)$ and 2) $b \in \mathcal{N}(A)$ implies that $b \in \mathcal{J}_{\mathcal{M}(r) p q}(A)$.

1) Let us suppose first that $b \notin \mathcal{N}(A)$ for some $A \subset \Omega$. If $A=\emptyset$, then $b \notin \mathcal{J}_{\mathcal{M}(r) p q}(\emptyset)$ follows from the fact that there are at least $q+1$ different symbols in any column of $\mathcal{M}(r)$. However, if $A \neq \emptyset$, then there exists a chain $L_{j}$ and a set $A_{i}$ of that chain satisfying (2.4). We have that $b \notin \mathcal{N}\left(A_{i}\right)=A_{i+1}$, so $b \in A_{f} \backslash A_{f-1}, k \geq f>i+1$ or $b \in \Omega \backslash A_{k}$ holds. In the first case we use (iii) and in the second case we use (iv) to choose altogether $p(2 r+1)$ rows from $M\left(z_{1}^{j}, r, L_{j}\right), M\left(z_{2}^{j}, r, L_{j}\right), \ldots, M\left(z_{p}^{j}, r, L_{j}\right)$ so that they contain at most $p$ different symbols in columns of $A \subseteq A_{i}$, but they contain all different symbols in the column $b$. Thus, if

$$
\begin{equation*}
p(2 r+1) \geq q+1 \tag{2.5}
\end{equation*}
$$

then $b \notin \mathcal{J}_{\mathcal{M}(r) p q}(A)$ holds.
2) Let us suppose now that $b \in \mathcal{N}(A) . \mathcal{N}(\emptyset)=\emptyset$ implies that $A \neq \emptyset$. Let us consider
an arbitrary chain $L_{v}$ from $\mathcal{L}: A_{1}, A_{2}, \ldots A_{k}$. Let $i=i\left(L_{v}\right)=k+1$ if $A \cap\left(\Omega \backslash A_{k}\right) \neq \emptyset$. On the other hand, if $A \cap\left(\Omega \backslash A_{k}\right)=\emptyset$, then let $i$ be the largest index that $A \cap\left(A_{i} \backslash A_{i-1}\right)$ is nonempty. $A \subseteq A_{i}$ implies that $b \in \mathcal{N}(A) \subseteq \mathcal{N}\left(A_{i}\right)=A_{i+1}$ for $i<k$. For $i=k$ we have that $b \in \mathcal{N}\left(A_{i}\right)=A_{i}$. Applying (ii), this implies that if there are at most $t$ different symbols in a column of $A$ in the matrix $M\left(z_{f}^{v}, r, L_{v}\right)$, then in the column $b$ there can stand only $t+r$ different values.

Let us choose $q+1$ rows that contain at most $p$ different values in columns of $A$. These rows could be chosen from at most $p$ different matrices $M\left(z_{f}^{v}, r, L_{v}\right)$. Suppose that they are chosen in fact from $u(u \leq p)$ different matrices. Because there are different symbols in different matrices, we have that in the columns of $A$ there can only stand at most $p-u+1$ different symbols in one matrix, which implies that in one matrix at most $p-u+1+r$ different values are in the column $b$. Altogether there are at most $u(p-u+1+r)$ different symbols in column $b$ in the $u$ different matrices of type $M\left(z_{f}^{v}, r, L_{v}\right)$. If $r \geq p-2>0$, then this number is maximal for $u=p$. Thus, if $r \geq p-2>0$ and

$$
\begin{equation*}
p(r+1) \leq q, \tag{2.6}
\end{equation*}
$$

then $b \in \mathcal{J}_{\mathcal{M}(r) p q}(A)$ follows.
It easy to check that for the pairs $p, q$ satisfying (2.3) one can find $r$ which simultaneously satisfies (2.5) and (2.6).

It is natural to ask the following.

## Problem 2.5

Is the statement of Theorem 2.4 true for arbitrary $(p, q)$-dependencies $(p<q)$ ? Is it possible to drop the condition $\mathcal{N}(\emptyset)=\emptyset$ ?

In the case $p=q$ the situation changes significantly. It is shown in [4] that $\mathcal{J}=\mathcal{J}_{M p p}$ must satisfy an important condition together with (2.1).

## Proposition 2.6

$$
\begin{equation*}
\mathcal{J}_{M p p}\left(\mathcal{J}_{M p p}(A)\right)=\mathcal{J}_{M p p}(A) \tag{2.7}
\end{equation*}
$$

Proof.
The inclusion $\mathcal{J}_{M p p}(A) \subseteq \mathcal{J}_{M p p}\left(\mathcal{J}_{M p p}(A)\right)$ follows from (2.2). Thus, we only have to prove that $b \in \mathcal{J}_{M p p}\left(\mathcal{J}_{M p p}(A)\right)$ implies $b \in \mathcal{J}_{M p p}(A)$. Let us consider such a set of rows of $M$
that each column of $A$ contains at most $p$ different numbers in these rows. According to the definition of $\mathcal{J}_{M p p}$, the same holds for each column of $\mathcal{J}_{M p p}(A)$, too. This, together with the assumption $b \in \mathcal{J}_{M p p}\left(\mathcal{J}_{M p p}(A)\right)$ implies that there are at most $p$ different values in column $b$ which proves that $b \in \mathcal{J}_{M p p}(A)$.

Set functions satisfying (2.2) and (2.7) are called closures. It is well known (see Armstrong [1] or in this form [3]), that for $p=1$ the converse of Proposition 2.6 is true, i.e. for every closure $\mathcal{L}$ there exists a matrix $M$ such that $\mathcal{L}=\mathcal{J}_{M 11}$ which means that every closure is $(1,1)$-representable. We show in the following that this is true for $p=2$, as well, but not true for $p>2$ in general.

First, we recall some well known concepts and propositions about closures, for detailed proofs see for example [3]. Let $\mathcal{L}$ be a closure on $\Omega$, i.e. $\mathcal{L}: 2^{\Omega} \rightarrow 2^{\Omega}$ satisfying (2.2) and (2.7). $A \subseteq \Omega$ is called closed if $\mathcal{L}(A)=A$. The collection of closed sets is denoted by $\mathcal{Z}=\mathcal{Z}(\mathcal{L})$. The intersection of two closed sets is closed. $\mathcal{L}(A)$ is the intersection of all closed sets containing $A$. Furthermore, let $\mathcal{M}=\mathcal{M}(\mathcal{Z}(\mathcal{L}))$ denote the collection of those closed sets that cannot be obtained as an intersection of two other closed sets different from them. An arbitrary closed set can be obtained as intersection of some sets from $\mathcal{M}$, consequently $\mathcal{L}(A)$ is equal to the intersection of all members of $\mathcal{M}$ containing $A$.

## Theorem 2.7

Every closure is $(2, q)$-representable if $2 \leq q$.
Proof.
Let $\mathcal{L}$ be a closure on $\Omega$ and let $\mathcal{M}=\mathcal{M}(\mathcal{Z}(\mathcal{L}))=\left\{G_{1}, G_{2}, \ldots G_{m}\right\}$. It is easy to see that $G=\mathcal{L}(\emptyset)$ is a subset of every closed set, in particular it is a subset of every $G_{i}$. We construct a matrix $M$.

For every $G_{i}$ there correspond $q$ rows in $M$, namely the $q i-q+1, q i-q+2, \ldots, q i$ th. In the columns of $G 0$ 's are standing in every row. We put $i$ to the positions corresponding to columns of $G_{i} \backslash G$. In the remaining positions $j+q m$ stands in the $j$ th row. Note that there are at least $q+1$ different numbers in columns of $\Omega \backslash G$. We claim that for this matrix $M \mathcal{L}=\mathcal{J}_{M 2 q}$.

Let $A \subset \Omega$ and suppose that $b \notin \mathcal{L}(A)$. Then by the properties of closures there exists a $G_{i}$ such that

$$
\begin{equation*}
A \subseteq \mathcal{L}(A) \subseteq G_{i} \not \supset b \tag{2.8}
\end{equation*}
$$

Then in the $q$ rows corresponding to $G_{i}$ identical elements are standing in the columns of $A$ (either 0 or $i$ ), while $q$ different values stand in column $b$. Let us take a $q+1$ st row such that it contains a $q+1$ st different value in column $b$. Thus, we obtained $q+1$ rows that contain at most 2 different values in columns of $A$, but $q+1$ different ones in $b$, so $b \notin \mathcal{J}_{M 2 q}(A)$.

On the other hand, let us suppose now that $b \in \mathcal{L}(A)$. Consider $q+1$ rows that contain at most 2 different values in each column of $A$. We have to distinguish two cases. Case 1: $A \subseteq \mathcal{L}(\emptyset)$.

In this case $b \in \mathcal{L}(\emptyset)$ holds, as well, hence the column $b$ contains only 0 's, so $b \in$ $\mathcal{J}_{M 2 q}(A)$.

Case 2: $A \backslash \mathcal{L}(\emptyset) \neq \emptyset$.
Because $A$ has a column not in the closure of the empty set, there can be at most 2 different values in each column of $A$ iff the given $q+1$ rows are corresponding to at most two different $G_{i}$ 's. If all the $q+1$ rows correspond to the same $G_{i}$ and $A \backslash G_{i} \neq \emptyset$, then the columns of $A$ not in $G_{i}$ contain $q+1$ different values in these $q+1$ rows, a contradiction. Thus,

$$
\begin{equation*}
A \subseteq G_{i} \tag{2.9}
\end{equation*}
$$

consequently

$$
\begin{equation*}
b \in \mathcal{L}(A) \subseteq \mathcal{L}\left(G_{i}\right)=G_{i} . \tag{2.10}
\end{equation*}
$$

This implies that $b$ contains all identical elements in these $q+1$ rows. On the other hand, if the given $q+1$ rows correspond to two different $G_{i}$ 's, namely to $G_{i}$ and $G_{j}$, then we may assume that at least two rows of the $q+1$ correspond to $G_{i}$. If $A$ had a column not in $G_{i}$, then there would stand at least three different symbols in that column in the $q+1$ rows, a contradiction. Thus (2.9) and (2.10) again hold and $b$ contains at most $q$ different values in the given rows. This proves that $b \in \mathcal{J}_{M 2 q}(A)$.

Let us note, that the $(1, q)$-representability of a closure can be proved in a similar (but easier) way. Now, we show a closure, which is not ( $p, p$ )-representable if $p>2$.

## Definition 2.8

Let $\mathcal{L}_{n}^{k}$ denote the following $2^{\Omega} \rightarrow 2^{\Omega}$ function:

$$
\mathcal{L}_{n}^{k}(X)= \begin{cases}X & \text { if }|X|<k  \tag{2.12}\\ \Omega & \text { otherwise }\end{cases}
$$

It is easy to see that $\mathcal{L}_{n}^{k}$ is a closure.

## Theorem 2.9

If $p>2$ and $n>6$ then $\mathcal{L}_{n}^{2}$ is not ( $p, p$ )-representable.

## Proof.

Let us suppose in contrary that there exists a matrix $M$ of $n$ columns ( $p, p$ )-representing $\mathcal{L}_{n}^{2}$. Let us suppose that subject to this condition the number of rows of $M$ is minimal. Because $\mathcal{L}_{n}^{2}(\emptyset)=\emptyset$, we have that there are at least $p+1$ different values in each column of M. If all symbols in a column $a$ were different, then $b \in \mathcal{J}_{M p p}(\{a\})$ would hold for each $b \in \Omega$ that contradicts to the assumption $\mathcal{J}_{M p p}=\mathcal{L}_{n}^{2}$.

Now suppose that the rows $r$ and $s$ both contain identical elements in the columns $a$ and $b$, respectively. By definition, $c \in \mathcal{L}_{n}^{2}(\{a, b\})$ holds for all $c \in \Omega$. Let us choose $p-1$ rows additionally to $r$ and $s$ such that they contain all different values in $c$ and those values are different from the values of $r$ and $s$. (This is possible, because there are at least $p+1$ different numbers in column $c$.) In these $p+1$ rows $a$ and $b$ take at most $p$ different values. Thus, by $\mathcal{J}_{M p p}=\mathcal{L}_{n}^{2} c$ takes at most $p$ different values, too. This can only happen if $r$ and $s$ agree in $c$, hence $r$ and $s$ are identical rows that contradicts the minimality of $M$. We obtained that two rows may agree in at most one column.

Let us suppose now that rows $t$ and $u$ agree in the first column, while rows $r$ and $s$ agree in the second column $(t \neq u, r \neq s)$. By the previous paragraph $\{t, u\} \neq\{r, s\}$, so we only have to consider the following two cases: $(i)|\{t, u, r, s\}|=3$; (ii) all the four rows are distinct.
(i) The first and second columns contain at most two different values in these three rows. Because $\mathcal{J}_{M p p}=\mathcal{L}_{n}^{2}$ any other column contains at most two different values in these rows. If the number of columns is larger than three, then there must exist two columns that agree in the same pair of rows that contradicts the conclusion of the previous paragraph.
(ii) Using that $p>2$ one can see that every column contains at most three different values in rows $r, s, t, u$. There are six possibilities for a column to contain identical elements in two of these four rows, so for $n>6$ we can apply the pigeon hole principle to obtain a pair of different columns that contain identical elements in the same pair of rows, a contradiction.

In the following we give a certain characterization of $(p, p)$-representable closures. First we need a definition.

## Definition 2.10

Let $\mathcal{B}=\left\{A_{i, j}\right\}$ be system of subsets of an $n$-element set $X$, where $1 \leq i<j \leq m$. We say that $\mathcal{B}$ satisfies the triangle-condition if for all $i<j<k$ the intersection of any pair of $A_{i, j}, A_{j, k}$ and $A_{i, k}$ is contained in the third set.

The following lemma can be proved by an easy greedy construction.

## Lemma 2.11

Let $\mathcal{B}=\left\{A_{i, j}\right\}$ be a system of subsets of an $n$-element set $X$, where $1 \leq i<j \leq m$. There exists an $m \times n$ matrix $M$ such that its $i$ th and $j$ th rows agree exactly in the columns corresponding to $A_{i, j}$ iff $\mathcal{B}$ satisfies the triangle-condition.

## Theorem 2.12

The closure $\mathcal{L}$ is $(p, p)$-representable if and only if there exists a system of subsets of $\Omega$ $\mathcal{B}=\left\{A_{i, j}\right\} \quad(1 \leq i<j \leq m)$ such that it satisfies the triangle-condition, the following sets are all closed by $\mathcal{L}$ :

$$
\begin{equation*}
\bigcup_{0 \leq r<s \leq p} A_{j_{r}, j_{s}} \tag{2.13}
\end{equation*}
$$

(where $1 \leq j_{0}, j_{1}, \ldots, j_{p} \leq m$ are arbitrarily fixed integers) and every $\mathcal{L}$-closed set can be obtained as intersection of sets of type (2.13).

In order to prove Theorem 2.12 we need the following easily checked lemma.

## Lemma 2.13

Let $M$ be a matrix of $m$ rows and suppose that the $i$ th and $j$ th rows of $M$ agree in the column set $A_{i, j}$. Then $A \subseteq \Omega$ is closed according to $\mathcal{J}_{M p p}$ if and only if it is an intersection of sets of type (2.13).

Proof of Theorem 2.12
If $\mathcal{L}$ is $(p, p)$-representable, then the representing matrix $M$ defines the set system $\left\{A_{i, j}: 1 \leq\right.$ $i<j \leq m\}$ by that the $i$ th and $j$ th rows of $M$ agree in the column set $A_{i, j}$. By Lemma 2.13 $A_{i, j}$ 's satisfy the triangle-condition. A set of type (2.13) is trivially an intersection of
sets of type (2.13) (one element intersection), so by Lemma 2.13 it is closed. It also follows from Lemma 2.13 that every closed set is an intersection of sets of type (2.13).

On the other hand, if there exist sets $\left\{A_{i, j}\right\}$ satisfying the condition of the theorem, then by the triangle-condition we have a matrix $M$ such that the $i$ th and $j$ th rows of $M$ agree in the column set $A_{i, j}$. The $\mathcal{L}$-closed sets can be obtained as intersections of sets of type (2.13) by the conditions of the theorem. Conversely, non-closed sets cannot be obtained because (2.13) type sets are all $\mathcal{L}$-closed and intersection of $\mathcal{L}$-closed sets is $\mathcal{L}$-closed, too. Thus, Lemma 2.13 completes the proof.

Eventhough the conditions of Theorem 2.12 are not algorithmically effective, it yields nice theoretical results like the following corollary.

## Corollary 2.14

Let $\mathcal{L}$ be a closure such that $\mathcal{M}=\mathcal{M}(\mathcal{Z}(\mathcal{L}))=\left\{G_{1}, G_{2}, \ldots, G_{t}\right\}$ is closed under taking unions. Then $\mathcal{L}$ is $(p, p)$-representable for every $p$.

Proof.
Let $t \geq p$ (if $t<p$ then we repeat $G_{1}$ enough times to obtain at least $p$ sets). We apply Theorem 2.12 with $m=2 t, A_{2 i-1,2 i}=G_{i}(1 \leq i \leq t)$, while the other $A_{i, j}$ 's are empty.

The next easy proposition shows that a closure is either ( $p, p$ )-representable only for finitely many $p$ 's, or $(p, p)$-representable for every large enough $p$. We omit its quite straightforward proof.

## Proposition 2.15

Let $\mathcal{L}$ be closure on the $n$-element set $\Omega$. Furthermore, let $N \geq 2 n-3$ and suppose that $\mathcal{L}$ is $(N, N)$-representable. Then $\mathcal{L}$ is $(p, p)$-representable for all $p>N$.

Summarizing, the question remained basically open:

## Problem 2.16

Find an algorithmically good characterization of ( $p, p$ )-representable closures.
We have already showed that every closure $(2, q)$-representable if $q \geq 2$. Furthermore, we can apply Theorem 2.4 for closures, too, because they are special increasing-monotone functions. However, we are able to utilize the additional properties of closures to prove the following.

## Proposition 2.17

Let $\mathcal{L}$ be a closure on $\Omega$. If $3 \leq p$ and $\left(\frac{p+1}{2}\right)^{2} \leq q$, then $\mathcal{L}(p, q)$-representable Proof.

Let $\mathcal{M}(\mathcal{Z}(\mathcal{L}))=\left\{G_{1}, G_{2}, \ldots G_{r}\right\}$ and $G=\mathcal{L}(\emptyset)$. We construct a matrix $M$ similarly to the proof of Theorem 2.7. There correspond $q+1$ rows to each $G_{i}$ in $M$, namely the $(i-1)(q+1)+1$ st, $(i-1)(q+1)+2$ nd, $\ldots, i(q+1)$ th. If $(i-1)(q+1)+1 \leq j \leq i(q+1)$ i.e. row $j$ belongs to $G_{i}$, then in this row 0 stands in the columns of $G, i$ stands in the columns of $G_{i} \backslash G$ and $(q+1) r+j$ stands in the other columns. Let $A \subseteq \Omega$ an arbitrary subset and let us suppose first that $b \notin \mathcal{L}(A)$. Then there exists an $i$ such that $\mathcal{L}(A) \subseteq G_{i} \not \supset b$ holds. The $q+1$ rows corresponding to $G_{i}$ contain all identical elements in columns of $A$ (either 0 or $i$ ), but the values in $b$ are all different. This shows that $b \notin \mathcal{J}_{M p q}(A)$.

On the other hand, let us suppose that $b \in \mathcal{L}(A)$ and take $q+1$ rows that contain at most $p$ different symbols in columns of $A$. Suppose that these rows belong to exactly $u$ different $G_{i}$ 's $(u \leq p)$. Then the rows corresponding to the same given $G_{j}$ contain at most $p-u+1$ different values in columns of $A$. We claim that $b$ cannot contain more distinct numbers in rows belonging to a given $G_{j}$, than the maximum for columns of $A$. Indeed, if $A \nsubseteq G_{j}$, then there is a column of $A$ that contains all different values in the rows belonging to $G_{j}$. On the other hand, if $A \subseteq G_{j}$, then by $b \in \mathcal{L}(A) \subseteq \mathcal{L}\left(G_{j}\right)=G_{j}$, so all identical elements are standing in $b$. Thus, at most $u(p-u+1)$ different symbols stand in $b$ in the chosen $q+1$ rows.

$$
\begin{equation*}
u(p-u+1) \leq\left(\frac{p+1}{2}\right)^{2} \leq q \tag{2.14}
\end{equation*}
$$

implies that $b \in \mathcal{J}_{M p q}(A)$ holds, as well.
It is natural to ask the following.

## Problem 2.18

Is every closure $(p, q)$-representable if $p<q$ ? Or even more, is every increasing-monotone function $(p, q)$-representable if $p<q$ ?

For closures the smallest open case is $p=4, q=5$, while for increasing-monotone functions $p=2, q=3$. It is not hard to check that an argument similar to those above yields that if $p$ divides $q+1$, then every closure $(p, q)$-representable.

The next problem seems to be somewhat easier, than the previous ones. Let $\mathcal{N}$ be an increasing-monotone function on the set $\Omega$. A set $K$ is called a key if $\mathcal{N}(K)=\Omega$. $K$ is minimal key if it is a key and no proper subset of it is key. Easy to check that there cannot be inclusion between two minimal keys, so the system of minimal keys $\mathcal{K}$ satisfies the Sperner condition:

$$
\begin{equation*}
K_{1}, K_{2} \in \mathcal{K}, K_{1} \neq K_{2} \Longrightarrow K_{1} \not \subset K_{2} \tag{2.15}
\end{equation*}
$$

In this case $\mathcal{K}$ is called a Sperner family. We say that a Sperner family on $\Omega$ is $(p, q)$ representable $(p<q)$ if there exists an increasing-monotone function on $\Omega$ that is $(p, q)$ representable and its system of minimal keys is exactly $\mathcal{K}$. The definition of $(p, p)$ representation of a Sperner family is analogous, we just have to look for a closure.

## Problem 2.19

Is every nonempty Sperner family $(p, q)$-representable for any $p<q$ ? Which Sperner families are ( $p, p$ )-representable for all $p$ ?

## 3. Implications among $(p, q)$-dependencies

In this section we investigate the connections between $(p, q)$-dependencies for various $p$ 's and $q$ 's.

## Definition 3.1

Let $(p, q) \longrightarrow\left(p^{\prime}, q^{\prime}\right)$ denote the property that $b \in \mathcal{J}_{M p q}(A)$ implies $b \in \mathcal{J}_{M p^{\prime} q^{\prime}}(A)$ for every matrix $M$. Let $(p, q) \stackrel{m}{\Longrightarrow}\left(p^{\prime}, q^{\prime}\right)$ denote the above implication when we require only for matrices that have at least $m$ different values in each of their columns.

The proof of the following lemma is obvious.

## Lemma 3.2

$$
\begin{array}{r}
(p, q) \longrightarrow(p, q+1) \\
(p, q) \longrightarrow(p-1, q) \tag{3.1}
\end{array}
$$

We can say more, if we assume that the matrix $M$ contains at least $m$ different values in each of its columns.

## Lemma 3.3

We have that

$$
\begin{equation*}
(p, q) \xrightarrow{q+1}(p-1, q-1) \tag{3.2}
\end{equation*}
$$

but

$$
\begin{equation*}
(p, q) \nRightarrow(p-1, q-1) . \tag{3.3}
\end{equation*}
$$

Proof.
In order to prove (3.2) let us assume that $b \in \mathcal{J}_{M p q}(A)$ in some matrix $M$. We want to prove that $b \in \mathcal{J}_{M p-1 q-1}(A)$ holds, as well. If it did not hold, then there would exist $q$ rows of the matrix such that they contain at most $p-1$ different values in each column of $A$, but $q$ different symbols in $b$. By assumption, there are at least $q+1$ distinct numbers in the column $b$, so we may choose a $q+1$ st row that contains a $q+1$ st different value in $b$. This, together with the previous $q$ rows would form $q+1$ rows that contain at most $p$ different values in columns of $A$, but all different values in $b$ that contradicts to the assumption $b \in \mathcal{J}_{M p q}(A)$.

On the other hand, a matrix that contains exactly $q$ different values in column $b$ and at most $p-1$ different symbols in columns of $A$ proves (3.3).

## Lemma 3.4

$$
\begin{equation*}
(p, q) \nRightarrow{ }^{q}(1, q-1) . \tag{3.4}
\end{equation*}
$$

## Proof.

The counterexample shown in Table 3.1 gives the proof. The first column represents columns of $A$, while the second one represents column $b$.

## Lemma 3.5

If $(p<q)$ then

$$
\begin{equation*}
(p, q) \stackrel{m}{\Longrightarrow}(1, q-p) \tag{3.5}
\end{equation*}
$$

## Proof.

The counterexample shown in Table 3.2 gives the proof. The first column represents columns of $A$, while the second one represents column $b$.

| 1 | 1 |
| :---: | :---: |
| 1 | 2 |
| 1 | 3 |
| $\vdots$ | $\vdots$ |
| 1 | $q$ |
| 2 | 1 |
| 2 | 2 |
| $\vdots$ | $\vdots$ |
| 2 | $q$ |
| $\vdots$ | $\vdots$ |
| $q$ | 1 |
| $q$ | 2 |
| $\vdots$ | $\vdots$ |
| $q$ | $q$ |

## Table 3.1

| 1 | 1 |
| :---: | :---: |
| 1 | 2 |
| $\vdots$ | $\vdots$ |
| 1 | $q-p+1$ |
| 2 | $q-p+1$ |
| $\vdots$ | $\vdots$ |
| $m$ | $q-p+1$ |

Table 3.2

## Lemma 3.6

If $(p<N)$ then

$$
\begin{equation*}
(p, q) \stackrel{m}{\Longrightarrow}(p+1, N) . \tag{3.6}
\end{equation*}
$$

Proof.
First we give a construction that shows $(p, q) \nrightarrow(p+1, N)$. The matrix has $N+1$ rows, which contain numbers $1,2,3, \ldots, N+1$ in column $b$, respectively. The numbers $1,2, \ldots, p+1$ may stand in columns of $A$. Let the columns of $A$ be constructed in such way, that for any $p+1$ rows there exists a column that contain $p+1$ different numbers in those rows. This can be done if $A$ has enough columns. It is easy to see, that in the so constructed matrix $M b \in \mathcal{J}_{M p p}(A)$, hence $b \in \mathcal{J}_{M p q}(A)$ according to Lemma 3.2. However, $b \notin \mathcal{J}_{M p+1 N}(A)$ holds.

In order to prove (3.6) we only have to modify $M$ so that each column would contain at
least $m$ different values. Let us write all $N+1+i$ in the $N+1+i$ th row $(1 \leq i \leq m-N-1)$. This modification does not change the above property.

Now we can say when does a $(p, q)$-dependency imply an other in the sense of Definition 3.1.

## Theorem 3.7

Let $m>q$. Then

$$
\begin{equation*}
(p, q) \xlongequal{m}\left(p^{\prime}, q^{\prime}\right) \tag{3.7}
\end{equation*}
$$

holds if and only if $1 \leq p^{\prime} \leq p$ and $q-p \leq q^{\prime}-p^{\prime}$. On the other hand if $m \leq q$, then the neccessary and sufficient condition for implication (3.7) is $1 \leq p^{\prime} \leq p$ and $q \leq q^{\prime}$.

Proof.
The statement follows easily from lemmae 3.2-3.6.
Note, that in the proof of Lemma 3.6 A must be large. This means that for relatively small $A$ 's $b \in \mathcal{J}_{M p q}(A)$ implies $b \in \mathcal{J}_{M p+1 N}(A)$. Thus, if $|\Omega|=n$ is less than that bound for example, then the above implication holds for each $A$. This motivates the following problem.

## Problem 3.8

What is the size bound for $A$ that $b \in \mathcal{J}_{M p q}(A)$ implies $b \in \mathcal{J}_{M p+1 N}(A)$ for all $M$ ( $p, q$ and $N$ is fixed)?

We give the solution for two special cases without proof.

## Proposition 3.9

If $|A|<\lceil\log (N+1)\rceil$, then $b \in \mathcal{J}_{M 11}(A)$ implies $b \in \mathcal{J}_{M 2 N}(A)$ for all matrices $M$. However, if $|A| \geq\lceil\log (N+1)\rceil$, then this implication does not hold.

## Proposition 3.10

If

$$
\begin{equation*}
|A|<\left\lceil\frac{q+2}{2(q-p+1)}\right\rceil \tag{3.8}
\end{equation*}
$$

then $b \in \mathcal{J}_{M p p}(A)$ implies $b \in \mathcal{J}_{M p+1 q+1}(A)$ for all matrices $M$, but if $A$ is larger than (3.8), then the implication is not true.
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