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#### Abstract

Pilz's conjecture states that for any finite set $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ of positive integers and positive integer $n$ in the union of the sets $\left\{a_{1}, 2 a_{1}, \ldots, n a_{1}\right\}, \ldots,\left\{a_{k}, 2 a_{k}, \ldots, n a_{k}\right\}$ (considered as a multiset) at least $n$ values appear an odd number of times. In this short note we consider a variant of this problem. Namely, we show that in the sumset $\left\{a_{1}, 2 a_{1}, \ldots, n a_{1}\right\}+\cdots+\left\{a_{k}, 2 a_{k}, \ldots, n a_{k}\right\}$ (considered as a multiset) at least $n$ values appear an odd number of times.


## 1. Introduction

In 1992 Pilz [5] formulated a conjecture about the minimal distance of a certain near-ring code. For our purposes it is convenient to formulate the conjecture in the following way:

Conjecture 1.1. If $n \geq 1$ and $A$ is a finite set of positive integers, then the size of the symmetric difference of the sets $A, 2 \cdot A, \ldots, n \cdot A$ is at least $n$.

Here we denote by $i \cdot A=i A$ the dilation of the set $A$ by a factor $i$ :

$$
i \cdot A:=\{i a: a \in A\} .
$$

Recall that the symmetric difference $C \Delta D$ of two sets, $C, D$, is the set of elements that belong to exactly one of $C, D$, that is, $C \Delta D=(C \cup D) \backslash(C \cap D)=(C \backslash D) \cup(D \backslash C)$. Note that $\Delta$ is associative, for given sets $C_{1}, \ldots, C_{m}$, their symmetric difference $C_{1} \Delta \ldots \Delta C_{m}$ is simply the set of elements that belong to precisely an odd number of sets $C_{i}$. The particular case of Pilz's conjecture where $A=[k]=\{1,2, \ldots, k\}$ for some $k \in \mathbb{Z}^{+}$was eventually established independently by Huang, Ke and Pilz [2] and by the second named author and C. Szabó [3]. The general case remains open. There are several examples when the size of the symmetric difference is exactly $n$, for instance, when $A$ is a singleton or $A=[n]$. The currently known best lower bound for $|A \Delta(2 A) \Delta \ldots \Delta(n A)|$ is $\frac{n}{(\log n)^{\lambda}}$, where $\lambda \approx 0.2223$. [3] For more on Pilz's conjecture see also [1, Section 1.4]

For two finite sets $A, B$ of integers let us define $A \nabla B$ to be the set of those elements that can be represented as $a b(a \in A, b \in B)$ in an odd number of ways. Note that for $A=\left\{a_{1}, \ldots, a_{k}\right\}$ and $B=\left\{b_{1}, \ldots, b_{\ell}\right\}$ we have

$$
A \nabla B=\left(a_{1} B\right) \Delta \ldots \Delta\left(a_{k} B\right)=\left(b_{1} A\right) \Delta \ldots \Delta\left(b_{\ell} A\right) .
$$

By this notation Conjecture 1.1 states that $A \nabla[n]$ has size at least $n$ for every finite $A \subseteq \mathbb{Z}^{+}$. We may switch to additive notation as follows. For finite sets $A, B \subseteq \mathbb{Z}$, or more generally, for finite subsets of the integer grid $A, B \subseteq \mathbb{Z}^{r}$ let $A \oplus B$ be the set of those elements that can be represented as $a+b(a \in A, b \in B)$ in an odd number of ways. Let $p_{1}, p_{2}, \ldots, p_{r}$ denote the primes up $n$. Write each $k \leq n$ in the form $p_{1}^{\alpha_{1}} \ldots p_{r}^{\alpha_{r}}$ and assign the "exponent vector" $v_{k}:=\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ to $k$. Let $S_{k}=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\} \subseteq \mathbb{Z}^{r}=\mathbb{Z}^{\pi(n)}$. For instance, in case of $n=4$ we get the $L$-shape $S_{4}=\{(0,0),(1,0),(0,1),(2,0)\} \subseteq \mathbb{Z}^{2}$.

By this notation Conjecture 1.1 states that $\left|S_{n} \oplus A\right| \geq n$ for any finite set $A \subseteq \mathbb{Z}^{\pi(n)}$. Alternatively, the conjecture states that the symmetric difference of finitely many translates of $S_{n}$ always has size at least $n$. It is a nice exercise to show that $|S \oplus A| \geq|S|$ holds if $S=\{0,1\}^{r}$ is a 2-cube, Pilz's conjecture states that $S=S_{n}$ also satisfies this inequality.

However, in general, the inequality $|S \oplus A| \geq|S|$ may not hold, already in dimension 1 , the set $S \oplus A$ can be much smaller than $S$. For instance, for $S=[n]$ and $A=\{0,1\}$ we get that the set $S \oplus A=\{1, n+1\}$ has only two elements. For the inequality to hold we shall require further conditions on the sets $S$ and $A$. In this note we consider the following (1-dimensional) sumset variant of Pilz's conjecture:

Question 1.2. Is is true that $\left|S_{1} \oplus S_{2} \oplus \cdots \oplus S_{k}\right| \geq n$, if each $S_{i}$ is of the form $S_{i}=$ $\left\{a_{i}, 2 a_{i}, \ldots, n a_{i}\right\}$ for some $a_{i} \in \mathbb{Z}^{+}$?

We answer this question in the affirmative:
Theorem 1.3. Let $n, k$ be positive integers. If $a_{1}, a_{2}, \ldots, a_{k} \in \mathbb{Z}^{+}$, then

$$
\left|\oplus_{i=1}^{k}\left\{a_{i}, 2 a_{i}, \ldots, n a_{i}\right\}\right| \geq n .
$$

In fact we prove a slightly stronger statement:
Theorem 1.4. Let $n, k$ be positive integers and $V \subseteq \mathbb{Z}^{+}$a finite set of odd size. If $a_{1}, a_{2}, \ldots, a_{k} \in \mathbb{Z}^{+}$, then

$$
\left|V \oplus \oplus_{i=1}^{k}\left\{a_{i}, 2 a_{i}, \ldots, n a_{i}\right\}\right| \geq n
$$

Finally, we shall mention an open problem from geometry of similar nature: Is it true that the area of the symmetric difference of an odd number of unit discs is always at least $\pi$ ? This was first asked by Pak [4], the problem is still open, for more on this problem, see also [6]. However, there is an important difference between this problem from combinatorial geometry and Pilz's conjecture (and Question 1.2): in case of the latter problems it is not assumed that we take an odd number of translates of the corresponding set (the size of $A$ in Pilz's conjecture and the number $n$ in Question 1.2 may be even).

## 2. Proof of Theorem 1.3 and 1.4

Let us assign a polynomial $p_{S}(x) \in \mathbb{F}_{2}[x]$ to each finite subset $S$ of nonnegative integers: $p_{S}(x)=\sum_{s \in S} x^{s}$. Observe that $p_{S_{1} \Delta S_{2}}(x)=p_{S_{1}}(x)+p_{S_{2}}(x)$ and $p_{\oplus_{i=1}^{k} S_{i}}(x)=\prod_{i=1}^{k} p_{S_{i}}(x)$.

Therefore, proving Theorem 1.3 is equivalent to showing that the number of nonzero coefficients in $\prod_{i=1}^{k}\left(x^{a_{i}}+x^{2 a_{i}}+\cdots+x^{n a_{i}}\right)$ is at least $n$. After expanding out $\prod_{i=1}^{k} x^{a_{i}}$ we get the polynomial

$$
p(x):=\prod_{i=1}^{k}\left(1+x^{a_{i}}+x^{2 a_{i}}+\cdots+x^{(n-1) a_{i}}\right),
$$

our aim is to show that the number of nonzero coefficients of $p$ is at least $n$. Without loss of generality, we may assume that $\operatorname{gcd}\left(a_{1}, \ldots, a_{k}\right)=1$, since otherwise we may consider $p(x)$ as a polynomial of $x^{\operatorname{gcd}\left(a_{1}, \ldots, a_{k}\right)}$ which has the same number of nonzero coefficients as $p$.

Let $n=2^{\alpha} t$, where $\alpha \geq 0$ and $t$ is odd.

Let us write $p(x)$ as $p(x)=q(x) r(x)$, where

$$
\begin{gathered}
q(x)=\prod_{i=1}^{k}\left(1+x^{a_{i}}+x^{2 a_{i}}+\cdots+x^{(t-1) a_{i}}\right), \\
r(x)=\prod_{i=1}^{k}\left(1+x^{t a_{i}}+x^{2 t a_{i}}+\cdots+x^{\left(2^{\alpha}-1\right) t a_{i}}\right) .
\end{gathered}
$$

First, we turn our attention at $q(x)$. Let us write $q(x)$ as

$$
\begin{equation*}
q(x)=q_{0}\left(x^{t}\right)+x q_{1}\left(x^{t}\right)+\cdots+x^{t-1} q_{t-1}\left(x^{t}\right) \tag{2.1}
\end{equation*}
$$

that is, we partition the monomials in $q$ into $t$ groups according to the $\bmod t$ residue of the exponent of $x$. Then

$$
p(x)=q(x) r(x)=q_{0}\left(x^{t}\right) r(x)+x q_{1}\left(x^{t}\right) r(x)+\cdots+x^{t-1} q_{t-1}\left(x^{t}\right) r(x)
$$

where the nonzero coefficients of these $t$ polynomials are pairwise different, since $r(x)$ is also a polynomial of $x^{t}$. Hence, it suffices to prove that each $q_{i}\left(x^{t}\right) r(x)$ has at least $2^{\alpha}$ nonzero coefficients.

We show that $q_{i}(1)=1$ for each $i$, that is, the number of nonzero coefficients of $q_{i}$ is odd.
If we expand out $q(x)$, then the number of terms - without cancellations - is $t^{k}$, which is odd. We show that their exponents are uniformly distributed modulo $t$, implying that each residue is obtained $t^{k-1}$ times, thus $q_{i}(1)=1$ indeed holds. For a residue $b$ (modulo $t$ ) let $F(b)$ denote the number of terms (before cancellations) where the exponent has residue $b$ $\bmod t$. Since $\left(1+x^{a_{i}}+\cdots+x^{(t-1) a_{i}}\right)$ is among the factors, $F(b)=F\left(b+a_{i}\right)$ for every $b$. This holds for every $i$ and the greatest common divisor of the numbers $a_{1}, \ldots, a_{k}$ is 1 , so $F$ is constant. Thus $q_{i}(1)=1$, as we claimed.

Now, we show that $q_{i}\left(x^{t}\right) r(x)$ has at least $2^{\alpha}$ nonzero coefficients.
Setting $y=x^{t}$ we have

$$
r(x)=\prod_{i=1}^{k}\left(1+y^{a_{i}}+y^{2 a_{i}}+\cdots+y^{\left(2^{\alpha}-1\right) a_{i}}\right)=\prod_{i=1}^{k}\left(1+y^{a_{i}}\right)^{2^{\alpha}-1}
$$

Let $a_{i}=2^{\alpha_{i}} t_{i}$, where $\alpha_{i} \geq 0$ and $t_{i}$ is odd. By using the identity

$$
1+y^{a_{i}}=\left(1+y^{t_{i}}\right)^{2^{\alpha_{i}}}=(1+y)^{2^{\alpha_{i}}}\left(1+y+\cdots+y^{t_{i}-1}\right)^{2^{\alpha_{i}}}
$$

we get that

$$
r(x)=(1+y)^{\left(2^{\alpha}-1\right) \sum_{i=1}^{k} 2^{\alpha_{i}}} \prod_{i=1}^{k}\left(1+y+\cdots+y^{t_{i}-1}\right)^{\left(2^{\alpha}-1\right) 2^{\alpha_{i}}}
$$

Let us express the exponent of $1+y$ as a sum of distinct 2-powers:

$$
\left(2^{\alpha}-1\right) \sum_{i=1}^{k} 2^{\alpha_{i}}=\sum_{j \in J} 2^{\beta_{j}}
$$

Note that $|J| \geq \alpha$. (Indeed, the possible residues that a 2-power can have modulo $2^{\alpha}-1$ are $1,2,2^{2}, \ldots, 2^{\alpha-1}$. Assume we get the 0 residue with a sum containing a minimum number of terms. Then all the residues are distinct in the sum, since otherwise two copies of a 2-power $2^{j}$ may be replaced by one copy of $2^{j+1}$, which would contradict minimality. However, if all terms are distinct, then we have to add all of them to get $0 \bmod 2^{\alpha}-1$, since their total sum is exactly $2^{\alpha}-1$.)

Consider the set $S:=\left\{\sum_{j \in J} \varepsilon_{j} 2^{\beta_{j}}: \varepsilon_{j} \in\{0,1\}\right\}$ and observe that

$$
(1+y)^{\left(2^{\alpha}-1\right) \sum_{i=1}^{k} 2^{\alpha_{i}}}=(1+y)^{\sum_{j \in J} 2^{\beta_{j}}}=\sum_{s \in S} y^{s}=p_{S}(y) .
$$

If we write

$$
q_{i}(y) \prod_{i=1}^{k}\left(1+y+\cdots+y^{t_{i}-1}\right)^{\left(2^{\alpha}-1\right) 2^{\alpha_{i}}}=\sum_{u \in U} y^{u}
$$

then $r(x) q_{i}(y)=\sum_{s \in S} \sum_{u \in U} y^{s+u}$. Note that $|U|$ is odd, since $q_{i}(1)=1$ and each $t_{i}$ is odd. For estimating the number of nonzero coefficients of $r$ we shall compute the size of the symmetric difference of the sets $S+u=\{s+u: s \in S\}(u \in U)$. Our aim is to show that the size of this symmetric difference is at least $|S|$. To see this, we first prove that $S$ tiles $\mathbb{Z}_{\geq 0}$, that is, there is some $R$ such that $\mathbb{Z}_{\geq 0}$ is the direct sum of $S$ and $R$, meaning that every nonnegative integer can be uniquely represented as $s+r$ with $s \in S, r \in R$. This is immediate, since we can choose $R$ to be the set of those nonnegative integers whose base-2 representation does not contain any of $2^{\beta_{j}}(j \in J)$. Now, we show that there is an $|S|$-colouring of $\mathbb{Z}_{\geq 0}$ such that each translate $S+u$ contains exactly one element from each colour class. If $m \geq 0$ is an integer, then $m$ can be uniquely written as $m=s+r$ with $s \in S, r \in R$. Let us define the colour of $m$ to be $s$. Let us consider a translate $S+v$ and assume that $s^{\prime}+v$ and $s^{\prime \prime}+v$ have the same colour. Then $s^{\prime}+v=s+r_{1}$ and $s^{\prime \prime}+v=s+r_{2}$ for some $s \in S, r_{1}, r_{2} \in R$. However, these equations imply that $s^{\prime}+r_{2}=s^{\prime \prime}+r_{1}$, but $S+R$ is a direct sum, so $s^{\prime}=s^{\prime \prime}$ and $r_{2}=r_{1}$. Therefore, the colouring satisfies our requirements.

Since $|U|$ is odd, the symmetric difference of the sets $S+u$ contains an odd number of elements from each of the $|S|$ colour classes, thus its size is indeed at least $|S|=2^{|J|} \geq 2^{\alpha}$.

Hence, $q_{i}\left(x^{t}\right) r(x)$ has at least $2^{\alpha}$ terms. This concludes the proof of Theorem 1.3.
Theorem 1.4 can be proved similarly: The only difference is that in (2.1) we shall write $q(x) \sum_{v \in V} x^{v}$ in place of $q(x)$ on the left hand-side of the equation. When we expand out $q$, the exponents are uniformly distributed modulo $t$ (before the cancellations), so the same holds for the exponents of the terms arising in $q(x) \sum_{v \in V} x^{v}$. Since $|V|$ is odd, the rest of the argument is also fine in this setting.
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