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Abstract
Given a prime p and positive integer n, let fp(n) denote the minimal number of hyperplanes in

an irredundant covering of Fn
p such that the normal vectors of the hyperlanes span the whole space.

The function fp(n) appears in connection to several longstanding conjectures in linear algebra
and group theory, such as the Alon-Jaeger-Tarsi conjecture, the Additive basis conjecture, and a
conjecture of Pyber on irredundant coset covers of abelian groups. We prove that

fp(n) = Ω

(
log p

log log p
· n
)
,

and use this result to make substantial progress on each of the aforementioned conjectures.

1 Introduction

Let p be a prime (or prime power) and n be a positive integer. At least how many hyperplanes are
needed to cover the finite space Fnp? Without further restrictions, the answer is trivially p, as one
can take all p translates of any given hyperplane, and this is optimal. However, as is shown by the
celebrated result of Alon and Füredi [1], the answer changes drastically if we remove a single point of
Fnp . In this case, at least (p− 1)n hyperplanes are needed, and this bound is the best possible. Since,
hyperplane covers with various restrictions are extensively studied, see e.g. [12, 22, 23].

In this paper, we study hyperplane covers originating from a work of Szegedy [26]. Given a
hyperplane H, let H⊥ denote a normal vector of H, that is, some v ∈ Fnp \ {0} such that H is
given by the equation 〈v, x〉+ t = 0 for some t ∈ Fp (note that v is not unique, but this will cause no
issue later). A covering of a set with a collection of its subsets is irredundant, if no proper subcollection
is a covering. We are interested in the minimum number of hyperplanes in an irredundant covering
H of Fnp such that span〈H⊥ : H ∈ H〉 = Fnp . Let us denote this minimum by fp(n). As observed by
Szegedy [26], the problem of estimating fp(n) is closely related to several longstanding conjectures in
linear algebra and group theory. These applications serve as the main motivation for studying this
problem. We discuss these connections in later subsections. First, let us explore some properties of
fp(n).

Note that fp(n) ≥ n trivially holds by the condition that the normal vectors of the hyperplanes
span an n-dimensional space. This can be easily improved to fp(n) ≥ n + 1, which is then tight for
p = 2. For p ≥ 3, it seems already highly difficult to prove that fp(n) ≥ (1+εp)n with some εp > 0, and
such bounds would already have some unexpected consequences. Our main theorem is the following
lower bound.
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Theorem 1.1. For every prime p and positive integer n,

fp(n) ≥ (1− o(1)) · log p

log log p
· n,

where the o(1) error term depends only on p. Moreover, if p ≥ 5, then there exists εp > 0 such that
fp(n) ≥ (1 + εp)n.

Moreover, for proper prime powers, we have the following slightly stronger result.

Theorem 1.2. For every prime power q = pα and positive integer n,

fq(n) ≥ (1− o(1)) · log q

log log p
· n,

where the o(1) error term depends only on p.

In the planar case, we have fq(2) = q + 1. The upper bound follows by considering the q + 1 lines
going through the origin, while the lower bound is a simple exercise, which we omit here. In general,
we establish the following upper bound.

Proposition 1.3. Let q be a prime power. Then fq(n) ≤ dn2 e · q + 1.

In particular, we prove that fq(n) − 1 is subadditive, which then implies by Fekete’s lemma that
limn→∞

fq(n)
n exists for every q. There is still a large gap between our lower and upper bound on

this limit, and we believe the upper bound should be closer to the truth. Therefore, we propose the
following conjecture.

Conjecture 1.4. There exists c > 0 such that for every prime (or prime power) p and integer n,

fp(n) ≥ cpn.

In the upcoming subsections, we discuss the applications of our lower bound.

1.1 The Alon-Jaeger-Tarsi conjecture

The Alon-Jaeger-Tarsi conjecture [3, 8] states that if p ≥ 5 is a prime and M ∈ Fn×np is an invertible
matrix, then there exists some vector x ∈ Fnp such that neither x, nor Mx has a zero coordinate. Alon
and Tarsi [3] proved that the conjecture holds if p is a proper prime power. However, the conjecture
remained open for every prime p until recently, when the first two authors [14] proved that it holds if
p is sufficiently large.

Despite the lack of early progress, DeVos [5] proposed a substantial strengthening of the
Alon-Jaeger-Tarsi conjecture, which he coined as the Choosability conjecture. A matrix M ∈ Fn×np is
(a, b)-choosable if for all subsets X1, . . . , Xn, Y1, . . . , Yn ⊂ Fp such that |Xi| = a, |Yi| = b for i ∈ [n],
there exists a vector x ∈ X1 × · · · ×Xn such that Mx ∈ Y1 × · · · × Yn.

Conjecture 1.5. If M ∈ Fn×np is invertible, then M is (k + 2, p− k)-choosable for every k ∈ [p− 2].

Observe that if M is (p − 1, p − 1)-choosable, then it satisfies the desired condition of the
Alon-Jaeger-Tarsi conjecture. The first two authors [14] proved that if p ≥ 61, p 6= 79, then M is
(p− 1, p− 1)-choosable. But how is this problem related to hyperplane covers? As we will show later,
the inequality fp(n) > 2kn implies that everyM is (p−k, p−k)-choosable (see Lemma 6.1). Therefore,
we get the following corollary of Theorem 1.1 and Theorem 1.2.
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Theorem 1.6. For every prime power q = pα and positive integer n, every invertible M ∈ Fn×np is
(q − k, q − k)-choosable if k ≤ (1

2 − o(1)) · log q
log log p , where the o(1) error term depends only on p.

Another far reaching generalization of the Alon-Jaeger-Tarsi conjecture was proposed by the first
two authors [14]. The following theorem resolves exactly this.

Theorem 1.7. Let k ≥ 2 be a positive integer, then there exists q0 = q0(k) such that the following holds
for every positive integer n. Let q > q0 be a prime a power, and let M1, . . . ,Mk ∈ Fn×nq be invertible
matrices. Then there exists x ∈ Fnq such that the vectors M1x, . . . ,Mkx have no zero coordinates.

Note that q0(k) indeed needs to grow with k, in particular q0(k) ≥ k + 1. Otherwise, if n > k ≥ q,
then letMi ∈ Fn×nq for i ∈ [k] be defined as (Mix)(i) = x(i) and (Mix)(j) = x(i)−x(j) for j ∈ [n]\{i}.
If x ∈ Fnq , then x has two equal coordinates among the first q + 1 coordinates, say x(j) = x(j′) with
j < j′ ≤ q + 1, in which case (Mjx)(j′) = 0. Later, we provide a common extension of Theorem 1.6
and Theorem 1.7, which the interested reader can find as Theorem 6.2.

1.2 The Additive Basis conjecture

If p is a prime, n is a positive integer, and A ⊂ Fp, a multiset B ⊂ Fnp is called an A-basis, if every
vector w ∈ Fnp can be written as w =

∑
v∈B αvv, where αv ∈ A for every v ∈ B. Also, an additive

basis is a {0, 1}-basis. Clearly, if B0 is a linear basis, and B is the union of p − 1 copies of B0, then
B is an additive basis (here and later, union is taken as a multiset). The Additive Basis conjecture of
Jaeger, Linial, Payan, and Tarsi [11] asks whether there exists a constant c1(p) (possibly c1(p) = p)
such that the union of c1(p) linear bases is always an additive basis. More precisely, this conjecture
first appeared in a work of Alon, Linial, and Meshulam [2], who proved that the union of Ω(p log n)
bases is an additive basis in Fnp , but in [2], the conjecture is attributed to [11].

Szegedy [26] proposed a weakening of this conjecture, which is referred to as the Weak Additive
Basis conjecture. This states that for every prime p ≥ 3 there exists a constant c2(p) such that if
B ⊂ Fnp is the union of c2(p) bases, then B is a {1, . . . , p − 1}-basis. Szegedy observed that if the
inequality fp(n) ≥ (1 + εp)n holds with some εp > 0, then the Weak additive basis conjecture also
holds for p. Hence, our Theorem 1.1 resolves this conjecture for every p ≥ 5. In the case p = 3,
the Weak additive basis conjecture is equivalent to the Additive basis conjecture, which then reamins
open. However, we can establish the following substantial strengthening of the Weak additive basis
conjecture for large primes.

Theorem 1.8. Let p ≥ 5 be a prime, and n be a positive integer. There exists A ⊂ Fp of size
(1 + o(1)) log2 p such that the union of p bases in Fnp is an A-basis.

This theorem does not directly follow from our bounds on fp(n), it is rather a byproduct of the
proof Theorem 1.1. One can also ask whether the previous theorem can be extended for proper prime
powers q = pα. Clearly, the Additive basis conjecture does not hold in this case: if B is the union
of any number of copies of a basis B0, then the only elements that can be expressed as a 0-1 linear
combinations of elements of B are in Fp · B0. On the other hand, a reasonable conjecture to make is
the following.

Conjecture 1.9. Let q = pα, then there exists c > 0 such that the following holds for every integer n.
Let A0 ⊂ Fq be a basis of Fq over Fp, and let A = A0 ∪ {0}. Then the union of c bases in Fnq is an
A-basis.

We can establish the following weaker variant of this conjecture, following Theorem 1.8.
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Theorem 1.10. Let q = pα be a prime power, and n be a positive integer. There exists A ⊂ Fq of size
(1 + o(1)) log2 q such that the union of α · p bases in Fnq is an A-basis.

The Additive Basis conjecture is closely related to a celebrated conjecture of Jaeger [9] about the
existence of modulo k-orientations in graphs, which in particular is motivated by an old problem of
Tutte (see e.g. [24]) on nowhere zero 3-flows. A modulo k-orientation in a graph G is an orientation
of the edges such that for every vertex, the in- and outdegree are equal modulo k. Let c3(k) denote
the smallest constant such that any c3(k)-edge-connected graph has a modulo k-orientation. Jaeger’s
Circular Flow conjecture [9] states that c3(k) = 2k − 2 for every odd k. On the other hand, a weak
version of this conjecture [10] asks whether c3(k) exists at all. The weak version of the conjecture
was proved by Thomassen [27], and in a subsequent paper, Lovász, Thomassen, Wu, and Zhang [13]
established the upper bound c3(k) ≤ 3k − 3. However, the strong version of the conjecture was
disproved by Han, Li, Zhu, and Wang [7] for k ≥ 7. In [11], it is demonstrated that if the Additive
Basis conjecture is true, then c3(p) ≤ 2c1(p) (more precisely, this was shown for p = 3, but the same
argument works in general).

1.3 Coset covers of abelian groups

An old result of Neumann [16] states that if G is a group and {Hixi : i ∈ [k]} is an irredundant covering
of G with cosets (where Hi is a subgroup of G, and xi ∈ G), then the index |G :

⋂
i∈[k]Hi| is finite, and

in [17], Neumann proved that |G :
⋂
i∈[k]Hi| is bounded by a function of k. Therefore, it makes sense

to define f(k) denoting the maximum of |G :
⋂
i∈[k]Hi|, where G is a group and {Hixi : i ∈ [k]} is an

irredundant covering of G with cosets. Similarly, define g(k) to be the maximum of |G :
⋂
i∈[k]Hi| if

{Hi : i ∈ [k]} is an irredundant covering of G with subgroups. Tomkinson [28] proved that f(k) = k!
for every k, the lower bound achieved by the symmetric group, while Ω(32k/3) = g(k) < (k−2)3(k−3)!
for k ≥ 5. It is a longstanding open problem whether g grows at most exponentially.

Pyber [20] observed that in case G is an elementary p-group, the latter question is closely related
to the problem of covering a group by abelian subgroups. He conjectured that an exponential upper
bound should hold at least in this case. See e.g. [19] for further details about the problem of covering
by abelian subgroups. To this end, define fA(k) and gA(k) the same way as f(k) and g(k), respectively,
with the additional restriction that G is abelian. Szegedy [26] conjectured that fA(k) = 2O(k) might
also be true, immediately implying gA(k) = 2O(k) and the conjecture of Pyber as well. Note that if
true, then this bound is the best possible up to the constant hidden in the O(.) notation. For example,
one can take G = Zn2 , which has a covering with n+ 1 subgroups, whose intersection is trivial.

As the reader may observe, this problem is of very similar flavour to our question about hyperplane
covers. Indeed, Szegedy proved that if the inequality fp(n) ≥ Ω(n log p) holds for every prime p and
integer n, then gA(k) = fA(k) = 2O(k). Unfortunately, our Theorem 1.1 is not strong enough to prove
this, but we can still establish the following substantial improvement over the non-abelian case.

Theorem 1.11. There exists c > 0 such that the following holds. Let G be an abelian group, and let
{Hixi : i ∈ [k]} be an irredundan covering of G with cosets. Then

|G :
⋂
i∈[k]

Hi| ≤ eck log log k.

Organization. Our paper is organized as follows. In the next section, we introduce some notation,
and discuss basic notions of linear algebra and the discrete Fourier transform. Then, in section 3, we
define group rings and prove several results about their properties. Then, Section 4 contains most of
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the combinatorial ideas required for the proof. In Section 5, we prove Theorem 1.1 and Proposition
1.3; the proof of Theorem 1.2 is delayed until Section 8. In Section 6, we prove our results related the
the Alon-Jaeger-Tarsi conjecture, that is, Theorem 1.7. In Section 7, we prove our main results about
additive bases, that is, Theorems 1.8 and 1.10. In Section 8, we consider coset coverings of groups, and
prove Theorem 1.11, and also Theorem 1.2. We finish our paper with some concluding remarks.

2 Preliminaries

2.1 Linear algebra

Let us introduce some notation. Given a prime power q, an integer n, a vector v ∈ Fnq and t ∈ Fp, let
Hq,n(v, t) denote the hyperplane {x ∈ Fnq : 〈v, x〉 + t = 0}. If q and n are clear from the context, we
simply write H(v, t).

Given a multiset of vectors V ⊂ Fnq , let

ker(V ) =

{
w ∈ FVq :

∑
v∈V

w(v)v = 0

}
,

and let dim(V ) be the dimension of the vector space spanned by the elements of V . Note that

dim(V ) + dim(ker(V )) = |V |.

2.2 Discrete Fourier transform

Given a function h : Fnp → C, the (discrete) Fourier transform of h is the function F (h) : Fnp → C
defined as

F (h)(y) =
∑
x∈Fnp

e
2πi
p
〈x,y〉

h(x).

We will use the following basic properties of the Fourier transform. For a function h : Fnp → C, we
have h ≡ 0 if and only if F (h) ≡ 0.

The convolution of two functions h, h′ : Fnp → C is the function h ∗ h′ : Fnp → C defined as

(h ∗ h′)(y) =
∑
x∈Fnp

h(x)h′(y − x).

We have the following identity: F (h ∗ h′) = F (h) · F (h′).

3 Group rings

In this section, we study the group rings C[Fnp ] and Fp[Fnp ], and establish connections between
hyperplane covers and group ring products. This will give the main theoretical background needed for
our proofs. Most of the material covered in this section is a reformulation or clarification of results
presented in [14]. First, let us formally introduce the notion of group ring.

Given an additive group G and a ring R, the group ring R[G] is the ring of formal expressions∑
v∈G rvg

v, where rv ∈ R, and g is a formal variable. (Here, the formal exponentiation gv is used to
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turn the additive structure of G into a multiplicative one.) Addition and multiplication are defined in
the natural way, that is, (∑

v∈G
rvg

v

)
+

(∑
v∈G

r′vg
v

)
=
∑
v∈G

(rv + r′v)g
v,

and (∑
v∈G

rvg
v

)
·

(∑
v∈G

r′vg
v

)
=
∑
v∈G

(∑
w∈G

rwr
′
v−w

)
gv.

Note that an element h =
∑

v∈G rvg
v ∈ R[G] corresponds to the function h∗ : G → R defined as

h∗(v) = rv. Then, the product h1 · h2 corresponds to the convolution h∗1 ∗ h∗2.

We will study minimally vanishing products in the group rings C[Fnp ] and Fp[Fnp ]. To this end, we
introduce the following definition.

Definition 1. A multiset V ⊂ Fnp is Fp-vanishing if∏
v∈V

(1− gv) = 0

in Fp[Fnp ]. Also, say that V is Fp-irredundant if V is Fp-vanishing, but no proper subset of V is
Fp-vanishing.

Furthermore, V is C-vanishing if there exists (tv)v∈V ∈ (Fp)V such that∏
v∈V

(1− e
2πitv
p gv) = 0

in C[Fnp ]. Also, say that V is C-irredundant if there exists (tv)v∈V ∈ (Fp)V such that
∏
v∈V (1 −

e
2πitv
p gv) = 0, but no proper subset V ′ ⊂ V satisfies

∏
v∈V ′(1 − e

2πitv
p gv) = 0. (Note that this is not

equivalent to saying that no proper subset of V is C-vanishing.)

In [14], it was shown that if V is C-vanishing, then it is also Fp-vanishing, however, we will not use
this fact. The next lemma connects irredundant sets of vectors with irredundant hyperplane covers.

Lemma 3.1. Let V ⊂ Fnp be a multiset. Then some translates of the hyperplanes H(v, 0) for v ∈ V
form an irredundant cover of Fnp if and only if V is C-irredundant.

Proof. For v ∈ Fnp and t ∈ Fp, let hv,t = 1 − e
2πit
p gv ∈ C[Fnp ]. Then h∗v,t : Fnp → C is the function

defined as h∗v,t(0) = 1, h∗v,t(v) = −e
2πit
p , and h∗v,t(x) = 0 for x ∈ Fnp \ {0, v}. Consider the discrete

Fourier transform of h∗v,t, that is F (h∗v,t). It is easy to calculate that F (h∗v,t)(y) = 1 − e
2πi
p

(t+〈y,v〉) for
every y ∈ Fnp . But then the set of vectors on which F (h∗v,t) vanishes is exactly the hyperplane H(v, t).

Therefore, if for each v ∈ V we assign some tv ∈ Fnp , then the hyperplanes H(v, tv) for v ∈ V form
a covering of Fnp if and only if ∏

v∈V
F (h∗v,tv) ≡ 0.

This is equivalent to the convolution of the functions h∗v,tv for v ∈ V being 0, which is further equivalent
to
∏
v∈V hv,t = 0. Therefore, V is C-irredundant if and only if some translates of the hyperplanes

H(v, 0) for v ∈ V form an irredundant cover of Fnp .
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One of the first (and very few) applications of group ring identities in combinatorics is the celebrated
theorem of Olson [18] about vanishing sums in abelian groups whose order is a prime power. Olson’s
proof relied on an identity, which we state (and prove, for completeness) in a somewhat weaker form.

Lemma 3.2. Let V ⊂ Fnp be a multiset of size at least (p− 1)n+ 1. Then V is Fp-vanishing.

Proof. Let e1, . . . , en be a basis of Fnp . Note that if v ∈ Fnp , then we can write

1− gv =
n∑
i=1

fv,i · (1− gei)

with suitable fv,1, . . . , fv,n ∈ Fp[Fnp ]. Indeed, if v =
∑n

i=1 biei, then

1− gv =
n∑
i=1

gb1e1+···+bi−1ei−1 · (1− gbiei),

so we can take fv,i = gb1e1+···+bi−1ei−1 · (1 + gei + · · ·+ g(bi−1)ei). Consider the product

∏
v∈V

(1− gv) =
∏
v∈V

(
n∑
i=1

fv,i(1− gei)

)
.

After expanding the outer brackets on the right hand side, we get a sum, whose every term has the
form f(1 − ge1)α1 . . . (1 − gen)αn , where α1 + · · · + αn = |V | > (p − 1)n and f ∈ Fp[Fnp ]. Therefore,
in each such term, at least one of the αi’s is at least p. But (1 − gei)p = 0, so every term evaluates
to 0.

Interestingly, we can establish a C analogue of this lemma with slightly weaker bounds, with a
geometric proof. We present this in order to uncover further interesting connections between the group
rings C[Fnp ] and Fp[Fnp ].

Lemma 3.3. Let V ⊂ Fnp be a multiset of size at least np log p. Then V is C-vanishing.

Proof. By Lemma 3.1, it is enough to prove that for every v ∈ V we can choose tv ∈ Fp such that
the hyperplanes H(v, tv) form a covering of Fnp . Choose each tv randomly and independently from the
uniform distribution on Fp. Given x ∈ Fnp , we have P(x ∈ H(v, tv)) = 1

p , so

P

(
x 6∈

⋃
v∈V

H(v, tv)

)
≤
(

1− 1

p

)|V |
< e−|V |/p ≤ p−n.

Therefore, with positive probability, there is a choice {tv}v∈V such that
⋃
v∈V H(v, tv) = Fnp .

The proof of Lemma 3.2 builds on the observation that if in the product
∏
v∈V (1− gv) =

∑
y cyg

y

the constant term vanishes (that is, c0 = 0), then V must contain a nonempty subset whose elements
sum to 0. However, we will show that the whole product

∏
v∈V (1− gv) being zero carries much more

information about V . In particular, all of our main results rely on the following key lemma, which we
state after providing the following key definition.

Definition 2. A subspace W < FNp is versatile if for every x ∈ FNp with no zero coordinates and every
index j ∈ [N ] there exists w ∈W such that w(i) ∈ {−x(i), 0, x(i)} for every i ∈ [N ], and w(j) = x(j).
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Lemma 3.4. Let R ∈ {C,Fp}, and let V ⊂ Fnp be an R-irredundant multiset. Then ker(V ) is versatile.

In order to prove this, we use the following simple but crucial observation: being C-irredundant or
Fp-irredundant is a projective property.

Lemma 3.5. Let R ∈ {C,Fp}, let V ⊂ Fnp be a multiset and (av)v∈V ∈ (F∗p)V . Set V ′ = {avv : v ∈ V }.
Then V is R-irredundant if and only if V ′ is R-irredundant.

Proof. In case R = Fp, this follows easily from the identity

(1− gav) = (1− gv) ·

(
a−1∑
i=0

giv

)
.

Indeed, writing f =
∏
v∈V (

∑av−1
i=0 giv) and f ′ =

∏
v∈V (

∑a−1
v −1
i=0 giavv), we have f ·

∏
v∈V (1 − gv) =∏

v∈V (1 − gavv) and
∏
v∈V (1 − gv) = f ′ ·

∏
v∈V (1 − gavv). Hence,

∏
v∈V (1 − gv) = 0 if and only if∏

v∈V (1− gavv) = 0.
Similarly, in case R = C, this follows from the identity

(1− λatgav) = (1− λtgv) ·

(
a−1∑
i=0

λitgiv

)
.

Also, Lemma 3.1 gives a more geometric reason why this is true. We have that V is C-irredundant
if and only if there is an irredundant covering of Fnp with hyperplanes such that V is a set of normal
vectors of the hyperplanes. But multiplying the elements of V by any non-zero scalar does not change
whether they are normal vectors.

Proof of Lemma 3.4. We prove this only for R = C, as almost the same proof applies for R = Fp. We
need to show that for every x ∈ FVp with no zero coordinates and j ∈ V , there exists w ∈ ker(V ) such
that w(j) = x(j) and w(v) ∈ {−x(v), 0, x(v)} for every v ∈ V \ {j}. Therefore, let us fix some x ∈ FVp
with no zero coordinates and j ∈ V .

Define the multiset V ′ = {x(v)v : v ∈ V } ⊂ Fnp , then by Lemma 3.5, V ′ is also C-irredundant.
Therefore, there exists (tv)v∈V ∈ CV such that∏

v∈V
(1− e

2πitv
p gx(v)v) = 0,

but ∏
v∈V \{j}

(1− e
2πitv
p gx(v)v) =

∑
z∈Fnp

czg
z 6= 0.

Observe that if cz 6= 0, then z is the sum of some elements of V ′ \ {x(j)j}. Fix z0 ∈ Fnp such that
cz0 6= 0. Note that

0 =
∏
v∈V

(1− e
2πitv
p gx(v)v) = (1− e

2πitj
p gx(j)j)

∑
z∈Fnp

czg
z =

∑
z∈Fnp

(cz − e
2πitj
p cz−x(j)j)g

z.

Hence, cz0−x(j)j 6= 0. This implies that there exist (sv)v∈V \{j}, (s
′
v)v∈V \{j} ∈ {0, 1}V \{j} such that

z0 =
∑

v∈V \{j}

svx(v)v
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and
z0 − x(j)j =

∑
v∈V \{j}

s′vx(v)v.

Subtracting the first equality from the second, we get

x(j)j =
∑

v∈V \{j}

(sv − s′v)x(v)v.

This shows that the vector w ∈ FVp defined as w(j) = x(j) and w(v) = (s′v−sv)x(v) for v ∈ V \{j} is in
ker(V ). But as s′v − sv ∈ {−1, 0, 1}, w has the property that w(j) = x(j) and w(v) ∈ {−x(v), 0, x(v)}
for v ∈ V \ {j}, finishing the proof.

4 Versatile subspaces

In this section, we study properties of versatile subspaces. In particular, we show that they must be
close to full-dimensional. The bounds presented here will serve as the main tools in the proofs our
theorems. Let us start with a definition.

Definition 3. A set A ⊂ Fp is an arithmetic set if A is nonempty, and for every a ∈ A there exists
b ∈ Fp \ {0} such that a− b, a+ b ∈ A.

In other words, A is an arithmetic set if A is nonempty and every element of A is the middle
element of a 3-term arithmetic progression contained in A. The minimum size of arithmetic sets in Fp
has been extensively studied, and it is proved in [4, 15] that this minimum is (1 + o(1)) log2 p. In the
case of small primes, we point out that if p ≥ 5, then any p − 1 element subset is an arithmetic set.
The main connection between arithmetic sets and versatile subspaces is summarized in the following
lemma.

Lemma 4.1. Let A ⊂ Fp be an arithmetic set, and let W < FNp be a versatile subspace. Then

W +AN = FNp .

Proof. It is enough to prove that for every y ∈ FNp , we have (y + W ) ∩ AN 6= ∅. Let z ∈ y + W be
a vector with the most coordinates contained in A, and let I ⊂ [n] be the set of indices i such that
z(i) ∈ A. If I = [n], we are done, so we can assume that there exists some j ∈ [n] \ I such that
z(j) 6∈ A.

Define the vector x ∈ FNp as follows. Let x(j) be any number such that z(j) + x(j) ∈ A. For i ∈ I,
as z(i) ∈ A, there exists b 6= 0 such that z(i)−b, z(i)+b ∈ A; set x(i) = b. For i ∈ [n]\(I∪{j}), choose
x(i) 6= 0 arbitrarily. Then x has no zero coordinates, so there exists w ∈W such that w(j) = x(j) and
w(i) ∈ {−x(i), 0, x(i)} for every i ∈ [N ]. Let z′ = z + w, then z′ ∈ z + W = y + W , z′(j) ∈ A and
z′(i) ∈ A for every i ∈ I. Therefore, z′ has more coordinates in A than z, contradicting the maximality
of z. This finishes the proof.

From this, one can get the following lower bound on the dimension of versatile subspaces.

Corollary 4.2. Let s be the size of the smallest arithmetic set in Fp. If W < FNp is versatile, then

dim(W ) ≥
(

1− log s

log p

)
N.
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Proof. Let A be an arithmetic set of size s. By Lemma 4.1, we have W +AN = FNp . This implies that
|W | · |A|N ≥ pN , so |W | ≥ (p/s)N . Hence, dim(W ) ≥ logp(p/s)

N , which is equivalent to the desired
inequality.

It would be interesting to find tight bounds on the dimension of versatile subspaces. We believe
that dim(W ) ≥

(
1− c

log p

)
N should also hold with some constant c > 0.

5 Irredundant hyperplane covers

In this section, we prove Theorem 1.1, and Proposition 1.3. The proof of Theorem 1.2 will be completed
in a later section. Theorem 1.1 follows immediately from the next result.

Theorem 5.1. Let p be a prime, and let s be the size of the smallest arithmetic set in Fp. Then
fp(n) ≥ log p

log sn.

Proof. Let H be an irredundant covering of Fnp with N hyperplanes such that span〈H⊥ : H ∈ H〉 =
Fnp . Let V be the multiset of normal vectors of the elements of H, then dim(V ) = n, and V is
C-irredundant by Lemma 3.1. Let W = ker(V ) < FVp , then W is versatile by Lemma 3.4. Hence,

dim(W ) ≥
(

1− log s
log p

)
N by Corollary 4.2, where s = (1 + o(1)) log2 p is the size of the smallest

arithmetic set. But

N = |V | = dim(V ) + dim(ker(V )) ≥ n+

(
1− log s

log p

)
N,

from which we get N ≥ log p
log sn.

Proof of Theorem 1.1. Recalling that s ≤ p − 1 if p ≥ 5, and also s = (1 + o(1)) log2 p in general,
Theorem 5.1 implies the desired result.

In applications, the condition that the normal vectors of the hyperplanes span the whole space is
usually too much to ask. Instead, we use the following simple proposition.

Proposition 5.2. Let H be an irredundant covering of Fnq with hyperplanes, and let k = dim{H⊥ :
H ∈ H}. Then |H| ≥ fq(k).

Proof. Let U = span〈H⊥ : H ∈ H〉 and W = U⊥ = {x ∈ Fnp : ∀u ∈ U, 〈x, u〉 = 0}. Then dim(W ) =
n− k. We can write Fnp = W ⊕ V with some V < Fnp , where dim(V ) = k. For each H ∈ H, let H ′ be
the projection of H onto V , and let H′ = {H ′ : H ∈ H}. Then H ′ is a hyperplane in V , and H′ is an
irredundant covering of V such that span〈H ′⊥ : H ′ ∈ H′〉 = V . Hence, |H| = |H′| ≥ fp(k).

Later, we will establish the following variant of Theorem 5.1 for prime powers, which then
immediately implies Theorem 1.2.

Theorem 5.3. Let q = pα be a prime power, and let s be the size of the smallest arithmetic set in Fp.
Then fq(n) ≥ log q

log sn.

Now let us turn to the proof of the upper bound on fq(n). First, we show that the function fq(n)−1

is subadditive. By Fekete’s lemma, this also implies that the limit limn→∞
fq(n)
n exists for every q.

Lemma 5.4. Let n,m be positive integers. Then fq(m+ n) ≤ fq(m) + fq(n)− 1.

10



Proof. Let V ∼= Fmq , W ∼= Fnq . Let M = fq(m), N = fq(n), let Hi = Hm,q(vi, ti) for i ∈ [M ] be an
irredundant covering of V with dim({vi : i ∈ [M ]}) = m, and let H ′i = Hn,q(wi, ui) for i ∈ [N ] be an
irredundant covering of W with dim({wi : i ∈ [N ]}) = n. We have M ≥ m + 1, so we may assume
that v1, . . . , vM−1 span V , and similarly w1, . . . , wN−1 span W .

Write the elements of V ⊕W ∼= Fm+n
q as (v, w), where v ∈ V and w ∈ W . Consider the following

M +N − 1 hyperplanes in V ⊕W .

• H ′′i = Hm+n,q((vi, 0), ti) for i ∈ [M − 1],

• H ′′i+M−1 = Hm+n,q((0, wi), ui) for i ∈ [N − 1],

• H ′′M+N−1 = Hm+n,q((vM , wN ), tM + uN ).

We show that H′′ = {H ′′1 , . . . ,H ′′M+N−1} form an irredundant covering of V ⊕W , and their normal
vectors span V ⊕W . The latter follows as (v1, 0), . . . , (vM−1, 0) and (0, w1), . . . , (0, wN−1) already span
V ⊕W .

Now let us show that H′′ is a covering. Let (x, y) ∈ V ⊕ W . If x is covered by Hi for some
i ∈ [M − 1], then (x, y) is covered by H ′′i . Also, if y is covered by H ′i for some i ∈ [N − 1], then (x, y)
is covered by Hi+M−1. Otherwise, x is covered by HM and y is covered by H ′N , in which case (x, y) is
covered by H ′′N+M−1.

Finally, we show that H′′ is irredundant. For i ∈ [M ], there exists xi ∈ V that is only covered by
Hi. Also, for i ∈ [N ], there exists yi ∈W that is only covered by H ′i. But then for i = 1, . . . ,M−1, the
vector (xi, yN ) is only covered by H ′′i . For i = 1, ,̇N−1, the vector (xM , yi) is only covered by H ′′i+M−1.
Finally, the vector (xN , yN ) is only covered by H ′′M+N−1. This shows that H′′ is irredundant.

Proof of Proposition 1.3. Trivially, we have fq(1) = q. Also, as we discussed in the Introduction,
fq(2) = q+1, as taking all lines through the origin gives an irredundant covering of F2

q with q+1 lines,
and this is optimal. But then by Lemma 5.4, if n is even, we have,

fq(n)− 1 ≤ n

2
· (fq(2)− 1) =

n

2
q

and if n is odd, then

fq(n)− 1 ≤ (f1(q)− 1) +
n− 1

2
· (fq(2)− 1) =

n+ 1

2
q − 1.

6 The Alon-Jaeger-Tarsi conjecture

In this section, we prove Theorem 1.7, which turns out to be a simple consequence of Theorem 1.2. In
particular, we establish a connection between the function fq(n) and the stronger choosability version
of Theorem 1.7.

Lemma 6.1. Let q be a prime power, k, r be positive integers. If the inequality fq(N) > krN holds for
every positive integer N , then the following holds for every positive integer n. Let M1, . . . ,Mk ∈ Fn×nq

be invertible matrices. Then given k · n sets Xi,j ⊂ Fq of size q − r for (i, j) ∈ [k] × [n], there exists
x ∈ Fnq such that (Mix)(j) ∈ Xi,j for (i, j) ∈ [k]× [n].
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Proof. Let vi,j denote the j’th row of Mi. Note that (Mix)(j) = 〈vi,j , x〉. Suppose the theorem
does not hold, that is, for every x, there exists (i, j) ∈ [k] × [n] such that (Mix)(j) 6∈ Xi,j . Let
J0 = [k] × [n] × Xi,j , and for every (i, j, t) ∈ J0, define the hyperplane Hi,j,t = H(vi,j ,−t). Then
the collection of hyperplanes {Hi,j,t : (i, j, t) ∈ J} forms a covering of Fnq . Therefore, one can select
a subcollection which forms an irredundant covering of Fnq , let J ⊂ J0 be the corresponding set of
indices.

Let d = dim{vi,j,t : (i, j, t) ∈ J}. We claim that d ≥ |J |
rk . Indeed, by the pigeonhole principle, at

least |J |rk of the elements of J have the same first coordinate i = i0, and the same last coordinate t = t0.
But then the vectors vi0,j , where (i0, j, t0) ∈ J , are distinct rows of the invertible matrix Mi0 , so they
are linearly independent. This indeed implies d ≥ |J |rk .

Hence, by Proposition 5.2, we have |J | ≥ fq(d) > krd ≥ |J |, contradiction.

From this, we immediately deduce the following stronger choosability version of Theorem 1.7, as
promised in the Introduction.

Theorem 6.2. Let k, r be positive integers, let q = pα be a prime power, and let s be the size of the
smallest arithmetic set in Fp. Suppose that skr < q, and let M1, . . . ,Mk ∈ Fn×np be invertible matrices.
Then given k · n sets Xi,j ⊂ Fp of size p − r for (i, j) ∈ [k] × [n], there exists x ∈ Fnp such that
(Mix)(j) ∈ Xi,j for (i, j) ∈ [k]× [n].

Proof. By Lemma 6.1, it is enough to prove that fq(N) > krN holds for every positive integer N .
By Theorem 5.3, we have fq(N) ≥ log q

log sN . Hence, the condition skr < q guarantees that kr < log q
log s ,

finishing the proof.

Proof of Theorem 1.7. Apply Theorem 6.2 with parameters r = 1, and Xi,j = Fq \ {0} for (i, j) ∈
[k] × [n]. Note that s ≤ 2 log2 q by Lemma 4.1, so setting q0(k) sufficiently large, we have skr < q
satisfied for q > q0. This finishes the proof.

7 Additive bases

In this section, we prove Theorems 1.8 and 1.10. First, we prove the following result, which then almost
immediately implies Theorems 1.8.

Theorem 7.1. Let p be a prime, and let A ⊂ Fp be an arithmetic set. If B ⊂ Fnp is the union of at
least p bases, then B is an A-basis.

Proof. We proceed by induction on n. In the base case n = 0 there is nothing to prove, so suppose
that n ≥ 1. Let B ⊂ Fnp be such that B is the union of at least p bases, then |B| ≥ pn ≥ (p− 1)n+ 1.
Hence, by Lemma 3.2, B is Fp-vanishing. But then B contains an Fp-irredundant subset V .

Let T = 〈V 〉, and S = Fnp/T ∼= Fn−dim(T )
p , so that Fnp = S⊕T . Then every x ∈ Fnp can be written as

x = (xS , xT ) with xS ∈ S and xT ∈ T . Let B′ = {bS : b ∈ B \ V } ⊂ S. Note that if C is a linear basis
contained in B, then C ′ = {bS : b ∈ C \ V } contains a linear basis of S, so B′ contains the union of p
linear bases of S. Therefore, by our induction hypothesis applied to S, B′ is an A-basis. Equivalently,
for every x ∈ Fnp , there exists α0 ∈ AB\V such that

xS =
∑

v∈B\V

α0(v)vS .
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Now let W = ker(V ) < FVp . Then W is versatile by Lemma 3.4, so W + AV = FVp by Lemma 4.1.
Let

x′ = xT −
∑

v∈B\V

α0(v)vT ∈ T.

As x′ ∈ T = 〈V 〉, there exists β ∈ FVp such that x′ =
∑

v∈V β(v)v. But then there exists γ ∈ W =

ker(V ) such that β + γ ∈ AV . Writing α1 = β + γ, we have x′ =
∑

v∈V α1(v)v. Let α ∈ FBp be
the vector defined as α(v) = α0(v) if v ∈ B \ V , and α(v) = α1(v) if v ∈ V . Then α ∈ AV and
x =

∑
v∈B α(v)v, finishing the proof.

Proof of Theorem 1.8. As there exists an arithmetic set A ⊂ Fp of size (1 + o(1)) log2 p, Theorem 7.1
implies the desired result.

In the rest of this section, we prove Theorem 1.10. Let q = pα, and let λ1, . . . , λα be a basis of Fq
over Fp. Define the linear map

x ∈ Fq 7→ x̃ ∈ Fsp
by mapping λi to the i-th unit vector. Also, extend this map as v ∈ Fnq 7→ ṽ ∈ Fsnp in the natural
coordinate-wise manner.

We prepare the proof with two lemmas, the first of which is a well known result of Rado [21]

Lemma 7.2. Let V be a vectorspace and let A1, . . . , Ak ⊂ V . If for every I ⊂ [k], we have

dim

(⋃
i∈I

Ai

)
≥ |I|,

then there exists vi ∈ Ai for i ∈ [k] such that v1, . . . , vk are linearly independent.

Lemma 7.3. Let q = pα, B1, . . . , Bα be bases of Fnq , and let B =
⋃α
i=1Bi (as a multiset). Then for

every x ∈ B there exists ix ∈ [α] such that {λ̃ixx : x ∈ B} is a basis of Fαnp .

Proof. For x ∈ Fnq , let A(x) = {λ̃ix : i ∈ [α]} ⊂ Fαnp . Note that for any X ⊂ B, we have
dim(

⋃
x∈X A(x)) ≥ |X|. This is true as there exists i ∈ [α] such that |Bi ∩X| ≥ |X|/α, and then

dim

 ⋃
x∈X∩Bi

A(x)

 ≥ α|X ∩Bi| ≥ |X|.
But then we can apply Lemma 7.2 to conclude that there exists vx = λ̃ixx ∈ A(x) for x ∈ B such that
C = {vx : x ∈ B} is linearly independent. As |C| = αn, C is also a basis of Fαnp .

Now we are ready to prove Theorem 1.10.

Proof of Theorem 1.10. Let B1 . . . , Bαp be bases of Fnq . For j = 1, . . . , p, apply Lemma 7.3 to the bases
B(j−1)α+1, . . . , Bjα, and write Bj = B(j−1)α+1 ∪ · · · ∪ Bjα (as multiset). Then for x ∈ Bj , there exists
ix ∈ [α] such that Cj = {λ̃ixx : x ∈ Bj} is a basis in Fαnp .

Therefore, by Theorem 1.8, there exists 0 ∈ A′ ⊂ Fp of size at most (1 + o(1)) log p such that
C =

⋃
j∈[p]Cj is an A

′-basis. We show that if A = A′ · {λi : i ∈ [α]}, then B =
⋃αp
i=1Bi is an A-basis.

Let w ∈ Fnq , then for v ∈ C there exists cv ∈ A′ such that

w̃ =
∑
v∈C

cvv.

13



For every v ∈ C, there is a unique x ∈ B such that λ̃ixx = v, so writing cx = cv, we have

w̃ =
∑
x∈B

cx · λ̃ixx.

Equivalently,
w =

∑
x∈B

cxλixx.

Here, cxλix ∈ A, finishing the proof.

8 Coset covers

In this section, we prove Theorem 1.11. For a group G, let φ(G) denote the smallest k for which
there exists an irredundant coset cover {Hixi : i ∈ [k]} such that

⋂
i∈[k]Hi is trivial. Note that

Theorem 1.11 is equivalent with the statement that for every finite abelian group G, we have φ(G) =
Ω(log |G|/ log log log |G|). In particular, we prove the following.

Theorem 8.1. Let G be a finite abelian group and let pn1
1 . . . pnmm be the prime factorization of |G|.

Then
φ(G) ≥ 1 +

∑
i∈[m]

fpi(ni)− 1.

We prepare the proof of this theorem with several statements.

Definition 4. A coset cover {Hixi : i ∈ [k]} of an abelian group G is efficient, if it is irredundant,⋂
i∈[k]Hi is trivial, and Hi is a maximal subgroup of G for i ∈ [k].

Observe that if G = Fnp , then an efficient coset cover is exactly an irredundant covering with
hyperplanes such that the normal vectors of the hyperplanes span the whole space. Therefore, every
efficent coset cover of Fnp contains at least fp(n) elements.

Lemma 8.2. If G has an efficient coset cover, then G ∼= Fnp for some prime p and n ∈ Z+.

Proof. Let {Hixi : i ∈ [k]} be an efficient coset cover of G. By the fundamental theorem of finite
abelian groups, we can write G = G1 ⊕ · · · ⊕Gm, where |G1|, . . . , |Gm| are powers of distinct primes.
First, we show that m = 1. Suppose that m > 1, and for i ∈ [m], a ∈ G, let πi(a) denote the projection
of a into Gi. As Hi is a maximal subgroup of G, there is a unique τ(i) ∈ [m] such that πτ(i)(Hi) is a
maximal subgroup of Gτ(i), and πj(Hi) = Gj for j ∈ [m]\{τ(i)}. For j ∈ [m], let Jj ⊂ [k] be the set of
indices i such that τ(i) = j. Note that Jj is nonempty for every j ∈ [m], otherwise Gj < πj(

⋂
i∈[k]Hi).

Furthermore, {Hixi : i ∈ Jj} does not cover at least one element a ∈ G, so it does not cover any
element b ∈ G with πj(b) = πj(a) =: αj . But then {Hixi : i ∈ [k]} does not cover (α1, . . . , αm),
contradiction.

Now we can assume that |G| is a power of some prime p. The intersection of all maximal subgroups
of G, denoted by Fr(G), is called the Frattini subgroup [6]. It is known that if G is a p-group, then
Fr(G) is the smallest normal subgroup N such that G/N ∼= Fnp for some n. Note that if G has an
efficient coset cover, then Fr(G) is trivial, therefore, G ∼= Fnp for some n ∈ Z+.

The proof of Theorem 8.1 follows closely an argument of Szegedy [26]. We will use the following
simple claim repeatedly.
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Claim 8.3. Let {Hixi : i ∈ [k]} be an irredundant coset cover of the group G. Then for every j ∈ [k],
we have

⋂
i∈[k]Hi =

⋂
i∈[k]\{j}Hi.

Proof. Let X = G\(
⋃
i∈[k]\{j}Hixi). Then X is nonempty, as {Hixi : i ∈ [k]} is irredundant. But then

X is the union of cosets of
⋂
i∈[k]\{j}Hi. As X ⊂ Hjxj , we must have

⋂
i∈[k]\{j}Hi ⊂ Hj , finishing the

proof.

For every N ∈ Z+ with prime factorization N = pn1
1 . . . pnmm , define λ(N) =

∑m
i=1 fpi(ni)− 1. Then

Theorem 8.1 is equivalent with the statement that φ(G) ≥ λ(|G|) + 1.

Claim 8.4. If a, b are positive integers, then λ(ab) ≤ λ(a) + λ(b).

Proof. This follows from the subadditivity of fp(n)− 1, that is, Lemma 5.4.

Proof of Theorem 8.1. We prove by induction on |G| that φ(G) ≥ λ(|G|) + 1. In case |G| = 1, the
statement is trivial, so suppose that |G| ≥ 2. Let k = φ(G), and let C = {Hixi : i ∈ [k]} be an
irredundant coset cover of G such that

⋂
i∈[k]Hi is trivial.

Let M be the number of non-maximal subgroups among H1, . . . ,Hk. We will also proceed by
induction on M . In case M = 0, the coset covering {Hixi : i ∈ [k]} is also efficient, so G ∼= Fnp for
some prime p and n ∈ Z+ by Lemma 8.2. Hence, k ≥ fp(n) = λ(|G|) + 1, and we are done.

Therefore, we can assume that M ≥ 1, and without loss of generality, Hk is not a maximal
subgroup of G. Replace Hk with some maximal subgroup H ′k < G containing Hk. Let C′ = {Hixi :
i ∈ [k − 1]} ∪ {H ′kxk}, then C′ is a coset covering, and H ′k ∩

⋂
i∈[k−1]Hi is trivial by Claim 8.3. Note

that there are M − 1 non-maximal subgroups among H1, . . . ,Hk−1, H
′
k, so if C′ is irredundant, we are

done by our induction hypothesis.
Therefore, we can assume that C′ is not irredundant, so, without loss of generality, there exists

` ≤ k− 2 such that C′′ = {Hixi : i ∈ [`]}∪{H ′kxk} is an irredundant cover of G. As this cover contains
less than k = φ(G) cosets, we must have that B = H ′k ∩

⋂
i∈[`]Hi is nontrivial. Therefore, using our

first induction hypothesis, we get

`+ 1 ≥ φ(G/B) ≥ λ(|G/B|) + 1 ≥ λ(|G|)− λ(|B|) + 1.

Here, the last inequality follows by Claim 8.4. For t = 0, 1, . . . , we define the sequence of 4-tuples
(Bt, Xt, Yt, It), where Bt < G is a subgroup, Xt, Yt ⊂ G are subsets and It ⊂ [k] \ [`] is an index set, in
such a way that the following properties hold.

(i) Xt =
⋃
y∈Yt Bty,

(ii) {Xt ∩ (Hixi) : i ∈ It} is an irredundant cover of Xt,

(iii) Bt ∩
⋂
i∈It Hi is trivial,

(iv) k − |It| ≥ λ(|G|)− λ(|Bt|) + t.

Set B0 := B, X0 := G \
⋃
i∈[`]Hixi, and I0 := [k] \ [`]. Note that B0 =

⋂
i∈[`]Hi holds by Claim 8.3,

so X0 is a union of cosets of B0. Therefore, there exists Y0 ⊂ G such that X0 =
⋃
y∈Y0 B0y. Also, we

have k − |I0| = ` ≥ λ(|G|)− λ(|B0|), so the choice (B0, X0, Y0, I0) satisfies (i)-(iv). If Bt, Xt, Yt, It are
already defined satisfying the above properties, we proceed as follows. Suppose that Bt is non-trivial,
then It, Xt, Yt are nonempty. (Note that for the initial step t = 0 these indeed hold.) By (iii), there
exists j ∈ It such that Hj does not contain Bt, and by (ii), there exists some x ∈ Xt which is only
covered by Hjxj . Let y ∈ Yt be such that x ∈ Bty, and let J ⊂ It be a set of indices such that
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{Hixi : i ∈ J} is an irredundant cover of Bty. Note that j ∈ J . Set Bt+1 := Bt ∩
⋂
i∈J Hi, then

|J | ≥ φ(Bt/Bt+1) ≥ λ(|Bt|) − λ(|Bt+1|) + 1 by our induction hypothesis. Set It+1 := It \ J . Observe
that we have k − |It+1| = k − |It|+ |J | ≥ λ(|G|)− λ(|Bt+1|) + t+ 1.

If Bt+1 is a trivial subgroup, then we stop. Note that in this case (iv) implies k ≥ k − |It+1| ≥
λ(|G|) + 1, finishing our proof.

If Bt+1 is non-trivial, then It+1 and Xt+1 := Xt \ (
⋃
i∈J Hixi) are nonempty (by using (iii) and

(ii), respectively). Also, Xt+1 is the union of cosets of Bt+1, so there exists Yt+1 ⊂ G such that
Xt+1 =

⋃
y∈Yt+1

Bt+1y. Hence, (i)-(iv) are satisfied for (Bt+1, Xt+1, Yt+1, It+1) as well. Note that Bt+1

is a proper subgroup of Bt, so the sequence stops after a finite number of steps, giving the desired
result.

This finishes the proof of Theorem 8.1. By using our lower bounds on fp(n), this theorem
immediately implies that if p is the largest prime divisor of |G|, then φ(G) ≥ Ω( log |G|

log log p). In case

|G| = eΩ(p), this gives our desired bound φ(G) ≥ Ω( log |G|
log log log |G|). However, in case |G| = eO(p), there is

an even simpler argument.

Lemma 8.5. Let G be a finite abelian group, and let p be a prime divisor of |G|. Then φ(G) ≥ p.

Proof. Let k = φ(G), and let {Hixi : i ∈ [k]} be an irredundant coset covering of G such that
⋂
i∈[k]Hi

is trivial. Furthermore, let B < G be the unique maximal p-subgroup of G. Without loss of generality
B 6< H1. There exists some a ∈ G which is only covered by H1x1, let By be the coset of B containing
a. Then for any i ∈ [k], we have |Hixi ∩By| ≤ |B|/p, so {Hixi : i ∈ [k]} must contain at least p cosets
in order to cover By.

Proof of Theorem 1.11. Let G′ = G/
⋂
i∈[k]Hi, let N = |G′|, and write N = pn1

1 . . . pnmm , where p :=

p1 > · · · > pm. If N < ep, then using Lemma 8.5, we get k ≥ φ(G′) ≥ p, which gives N < ek. On the
other hand, if N ≥ ep, then we can use Theorem 8.1 and Theorem 1.1 to conclude that

k ≥ φ(G′) > λ(N) =
m∑
i=1

fpi(ni)− 1 ≥
m∑
i=1

c
log pi

log log pi
ni ≥

c

log log p

m∑
i=1

ni log pi =
c logN

log log p
,

where c > 0 is some small absolute constant. From this, we get the desired result N ≤ ec
′k log log k,

where c′ > 0 is some further constant.

We finish this section with the proof of Theorem 1.2.

Proof of Theorem 1.2. Let N = fq(n), and let H = {H(vi, ti) : i ∈ [N ]} be an irredundant covering
of Fnq with N hyperplanes such that dim{vi : i ∈ [N ]} = n. The latter is equivalent to the statement
that

⋂
i∈[N ]H(vi, 0) is trivial. But then we can apply Theorem 8.1 to the additive group of Fnq , and

Theorem 1.1 to conclude that

N ≥ φ(Fnq ) ≥ fp(αn) ≥ (1− o(1))
log p

log log p
· (αn) = (1− o(1))

log q

log log p
n,

finishing the proof.
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9 Concluding remarks

In this paper, we proved that limn→∞
fp(n)
n exists for every prime (or prime power) p, and is between

(1 − o(1)) log p
log log p and p

2 . While we believe the upper bound should be closer to the truth, improving
the lower bound to Ω(log p) would be already interesting. Indeed, such a mild improvement already
implies the conjectures of Pyber and Szegedy about irredundant coset covers, discussed in Section 1.3.
One approach to achieve this improvement is to show that every versatile subspace (see Definition 2)
in FNp has dimension at least (1−O( 1

log p))N .
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