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#### Abstract

We present a new framework for deriving bounds on the generalization bound of statistical learning algorithms from the perspective of online learning. Specifically, we construct an online learning game called the "generalization game", where an online learner is trying to compete with a fixed statistical learning algorithm in predicting the sequence of generalization gaps on a training set of i.i.d. data points. We establish a connection between the online and statistical learning setting by showing that the existence of an online learning algorithm with bounded regret in this game implies a bound on the generalization error of the statistical learning algorithm, up to a martingale concentration term that is independent of the complexity of the statistical learning method. This technique allows us to recover several standard generalization bounds including a range of PAC-Bayesian and information-theoretic guarantees, as well as generalizations thereof.
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## 1. Introduction

We study the standard model of statistical learning. We are given a training sample of $n$ i.i.d. data points $S_{n}=\left(Z_{1}, \ldots, Z_{n}\right)$ drawn from a distribution $\mu$ over a measurable instance space $\mathcal{Z}$. A learning algorithm $\mathcal{A}: \mathcal{Z}^{n} \rightarrow \mathcal{W}$ maps the training sample to an output $W_{n}=\mathcal{A}\left(S_{n}\right)$ taking values in a measurable set $\mathcal{W}$ (called the hypothesis class) in a potentially randomized way. More precisely, a randomized learning algorithm assigns, to any $n$-tuple of samples from $\mathcal{Z}$, a probability distribution over $\mathcal{W}$ and draws a sample from that distribution, conditionally independently of $S_{n}$. The resulting random element is denoted by $W_{n}$.

We study the performance of the learning algorithm measured by a loss function $\ell: \mathcal{W} \times \mathcal{Z} \rightarrow \mathbb{R}_{+}$. Two key objects of interest are the training error $L\left(w, S_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} \ell\left(w, Z_{i}\right)$ and the test error $\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right]$ of a hypothesis $w \in \mathcal{W}$, where the random element $Z^{\prime}$ has the same distribution as the $Z_{i}$, and is independent of $S_{n}$. The generalization error of the algorithm is defined as

$$
\operatorname{gen}\left(W_{n}, S_{n}\right)=\mathbb{E}\left[\ell\left(W_{n}, Z^{\prime}\right) \mid W_{n}\right]-L\left(W_{n}, S_{n}\right) .
$$

The quantity gen $\left(W_{n}, S_{n}\right)$ expresses the difference between the expected loss (i.e., risk) of a learning algorithm and its empirical counterpart, computed over the same sample $S_{n}$ that was used to train the algorithm. In other words, the generalization error measures the extent of overfitting occurring during training. As such, understanding (and more specifically, upper-bounding) the generalization error has been in the center of focus of statistical learning theory ever since its inception. Over the past half century, numerous approaches have been proposed to tackle this challenge. Key ideas include uniform convergence arguments (Vapnik and Chervonenkis, 1974), distribution-dependent complexity measures like the Rademacher or Gaussian complexities (Bartlett et al., 2002; Koltchinskii, 2001; Bartlett and Mendelson, 2002), or various notions of stability that can guarantee small generalization error (Devroye and Wagner, 1979; Bousquet and Elisseeff, 2002; Mukherjee et al., 2006; Shalev-Shwartz et al., 2010). The most relevant to our work is the family of so-called PAC-Bayesian generalization bounds, a topic to which we return shortly (Shawe-Taylor and Williamson, 1997; McAllester, 1998; Audibert, 2004; Catoni, 2007).

In this work, we establish a connection between the statistical learning model described above and the model of online learning (Cesa-Bianchi and Lugosi, 2006; Orabona, 2019). Online learning models sequential
games between an online learner and its environment, where in each round $t=1,2, \ldots, n$, the following steps are repeated: (1) the online learner picks a distribution over hypotheses $P_{t} \in \Delta_{\mathcal{W}}$; (2) the environment picks a cost function $c_{t}: \mathcal{W} \rightarrow \mathbb{R}$; (3) the online learner incurs cost $\mathbb{E}_{\widetilde{W}_{t} \sim P_{t}}\left[c_{t}\left(\widetilde{W}_{t}\right)\right]$; (4) the online learner observes the cost function $c_{t}$. Importantly, the two players make their choices in parallel, and their actions are revealed to each other only at the end of the round. Typically, no assumptions about are made about the environment, and, in particular, it is allowed to have full knowledge of the online learner's decision-making policy. The performance of an online learning algorithm $\Pi_{n}$ is then measured in terms of its regret against a comparator point $P^{*} \in \Delta_{\mathcal{W}}$, defined as

$$
\operatorname{regret}_{\Pi_{n}}\left(P^{*}\right)=\sum_{t=1}^{n}\left(\mathbb{E}_{\widetilde{W}_{t} \sim P_{t}}\left[c_{t}\left(\widetilde{W}_{t}\right)\right]-\mathbb{E}_{W^{*} \sim P^{*}}\left[c_{t}\left(W^{*}\right)\right]\right)
$$

Notably, the comparator $P^{*}$ is allowed to depend on the entire sequence of costs chosen by the environment, and is typically picked as the distribution minimizing the cumulative costs. In the last few decades, numerous algorithms with strong regret bounds have been proposed for the above setting and a variety of its generalizations.

Our main contribution is a new framework for bounding the generalization error of any statistical learning algorithm via a reduction to online learning. Specifically, we construct an online learning game (that we call the generalization game) where the regret of the learner against a well-chosen comparator point can be shown to be equal to the generalization error of the statistical learning algorithm under investigation, up to a perturbation term whose magnitude is independent of the complexity of the hypothesis class or the statistical learning method. Using this construction, we show that the existence of an online learning algorithm with small regret against the comparator in question implies a bound on the generalization error of the statistical learning algorithm. To emphasize the connection between PAC learning, online learning, and online-to-batch conversions, we refer to our framework as online-to-PAC conversion.

Various links have been previously established between online learning and a variety of concentration inequalities. It is well known that the relatively simple setting of testing and mean estimation of scalar-valued random variables is intimately connected with sequential betting-see, e.g., Shafer and Vovk (2001), WaudbySmith and Ramdas (2020), and especially Orabona and Jun (2021) for an impressive literature review on the subject. Our work draws direct inspiration from Kakade, Sridharan, and Tewari (2008), who used online learning techniques for bounding the Rademacher complexity of linear function classes. An even earlier example of a similar flavor is the work of Zhang (2002), who proved bounds on the covering numbers of linear function classes via a reduction to online binary classification and in particular the classical Perceptron mistake bound (cf. his Theorem 4). In the broader context of concentration of empirical processes, Rakhlin and Sridharan (2017) showed an equivalence between tail inequalities on the supremum of a collection of martingales and existence of an online learning algorithm with bounded regret in a game tailor-made to the collection of martingales in question. While many of these results can be adapted to provide bounds on the generalization error of statistical learning methods, they all suffer from being overly conservative by considering a supremum over a collection of random variables, which only serves as a possibly loose proxy to the quantity of interest. Our key observation is that the general approach taken in the above works results can be significantly strengthened when specialized to statistical learning, and online learning techniques can be employed to bound the generalization error in an algorithm-dependent fashion rather than the unnecessarily pessimistic worst-case fashion.

Our online-to-PAC conversion scheme allows us to recover a range of previously known generalization bounds, as well as to establish some new ones. As our most elementary example, we show that the classical PAC-Bayesian generalization bound of McAllester (1998) can be directly recovered from our framework by employing the standard exponentially weighted average algorithm of Littlestone and Warmuth (1994) as the online learning method in the generalization game. To illustrate the power of our reduction, we derive a variety of extensions to this fundamental theorem, including data-dependent bounds that approach zero at a fast rate when the empirical risk is zero, and a parameter-free bound that shaves off a logarithmic factor that appears in all other PAC-Bayesian bounds that we are aware of. We also provide a much more general
family of generalization bounds that replaces the relative entropy appearing in the classical PAC-Bayesian bounds with an appropriately chosen strongly convex function of the conditional distribution of the output $W_{n}$ given the input $S_{n}$, via an application of the standard Follow-the-Regularized-Leader (FTRL) algorithm for online learning (see, e.g., Orabona, 2019 and the references therein). Furthermore, we provide an empirical version of the latter bounds by adapting the idea of "optimistic" updates as proposed by Rakhlin and Sridharan (2013a,b). As an example application of these techniques, we provide a new generalization bound that replaces the relative entropy factor and the subgaussianity constant appearing in the classical PAC-Bayes bounds with the squared Wasserstein-2 distance, and a Sobolev-type norm of the loss function. Finally, we provide an extension to our framework that allows the use of data-dependent priors and regularizers in the vein of the "almost exchangeable priors" of Audibert (2004) and Catoni (2007), which also allows us to recover several classical PAC-learning bounds.

The present paper is a significant expansion of our earlier work published at COLT 2022 (Lugosi and Neu, 2022). In this previous work, we have proved only a small subset of the results in the present paper, using a considerably more complicated analysis that only yielded bounds that hold on expectation. Indeed, the analysis in Lugosi and Neu (2022) relied on direct convex-analytic calculations inspired by the analysis of a specific online learning algorithm (FTRL), which is now only one of the many applications captured by our general framework (cf. Section 3.2). We have managed to significantly generalize these earlier results after learning about the work of Kakade, Sridharan, and Tewari (2008) that several colleagues have brought to our attention after hearing about our work at COLT 2022. We are grateful to the COLT community for helping us make this connection.

The rest of the paper is organized as follows. In Section 2, we provide further details about the setup we consider and introduce our online-to-PAC conversion framework. In Section 3, we provide a long list of applications of the basic framework, including a variety of PAC-Bayesian generalization bounds in Section 3.1, and generalized versions thereof in Section 3.2. We provide further extensions of the framework in Section 4 and conclude in Section 5.

Notation. For a distribution over hypotheses $P \in \Delta_{\mathcal{W}}$ and a bounded measurable function $f: \mathcal{W} \rightarrow \mathbb{R}$, we write $\langle P, f\rangle$ to refer to the expectation of $\mathbb{E}_{W \sim P}[f(W)]$. We use $\|\cdot\|$ to denote a norm on the Banach space $\mathcal{Q}=\left\{a P-b P^{\prime}: P, P^{\prime} \in \Delta_{\mathcal{W}}, a, b \in \mathbb{R}\right\}$, and $\|\cdot\|_{*}$ to denote the corresponding dual norm on the dual space $\mathcal{Q}^{*}$ of measurable functions on $\mathcal{W}$, defined for each $f \in \mathcal{Q}^{*}$ as $\|f\|_{*}=\sup _{Q \in \mathcal{Q}:\|Q\| \leq 1}\langle Q, f\rangle$.

## 2. Online-to-PAC Conversions

We start by describing the key construction underlying our online-to-PAC conversion framework: an online learning game that we call the generalization game that connects the statistical learning setting with the online setting. Precisely, we consider a sequential interaction scheme between an online learner and an adversary, where the following steps are repeated in a sequence of rounds $t=1,2, \ldots, n$ :

1. the online learner picks a distribution $P_{t} \in \Delta_{\mathcal{W}}$;
2. the adversary selects a cost function $c_{t}: \mathcal{W} \rightarrow \mathbb{R}$ defined for each $w \in \mathcal{W}$ as

$$
c_{t}(w)=\ell\left(w, Z_{t}\right)-\mathbb{E}_{Z^{\prime} \sim \mu}\left[\ell\left(w, Z^{\prime}\right)\right]
$$

3. the online learner incurs cost $\left\langle P_{t}, c_{t}\right\rangle=\mathbb{E}_{W \sim P_{t}}\left[c_{t}(W)\right]$;
4. the adversary reveals the value of $Z_{t}$ to the online learner.

We emphasize that in this setup, the online learner is allowed to know the loss function $\ell$ and the distribution $\mu$ of the data points $Z_{t}$, and therefore by revealing the value of $Z_{t}$, the online learner may compute the entire cost function $c_{t}(\cdot)$. However, the online learner is not allowed any type of access to the realization of the future data points $Z_{t}, \ldots, Z_{n}$ before making its decision about $P_{t}$.

We use $\mathcal{F}_{t}$ to denote the sigma-algebra induced by the sequence of random variables generated and used by both players (including the random data points $Z_{1}, \ldots, Z_{t}$ and all potential randomization utilized by the online learner) up until the end of round $t$. Formally, an online learning algorithm $\Pi_{n}=\left\{P_{t}\right\}_{t=1}^{n}$ is a sequence of functions such that $P_{t}$ maps the sequence of past outcomes $\left(z_{1}, \ldots, z_{t-1}\right) \in \mathcal{Z}^{t-1}$ to $\Delta_{\mathcal{W}}$, the set of all probability distributions over the hypothesis class $\mathcal{W}$. For the brevity of notation, we abbreviate $P_{t}=$ $P_{t}\left(Z_{1}, \ldots, Z_{t-1}\right)$. We denote by $\mathcal{P}_{n}$ the class of all online learning algorithms over sequences of length $n$.

A random variable of crucial importance, associated to the online learning algorithm $\Pi_{n}$, is

$$
M_{\Pi_{n}}=\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle
$$

Notice that for any online learning algorithm, $M_{\Pi_{n}}$ is a normalized sum of martingale differences, due to the conditional independence of $P_{t}$ and $c_{t}$ :

$$
\begin{aligned}
\mathbb{E}\left[\left\langle P_{t}, c_{t}\right\rangle \mid \mathcal{F}_{t-1}\right] & =\mathbb{E}_{\widetilde{W}_{t} \sim P_{t}}\left[c_{t}\left(\widetilde{W}_{t}\right) \mid \mathcal{F}_{t-1}\right] \\
& =\mathbb{E}_{\widetilde{W}_{t} \sim P_{t}}\left[\ell\left(\widetilde{W}_{t}, Z_{t}\right)-\ell\left(\widetilde{W}_{t}, Z^{\prime}\right) \mid \mathcal{F}_{t-1}\right]=0 .
\end{aligned}
$$

Indeed, the online learning protocol guarantees that $\widetilde{W}_{t}$ is chosen before $Z_{t}$ is revealed to the online learner, and thus $\left(\widetilde{W}_{t}, Z_{t}\right)$ has the same conditional distribution as $\left(\widetilde{W}_{t}, Z^{\prime}\right)$ given the history $\mathcal{F}_{t-1}$.

As is usual in online learning, the goal of the online learner is to accumulate a total cost that is not much worse than an appropriately chosen comparator distribution $P^{*} \in \Delta_{\mathcal{W}}$. Specifically, the performance metric for evaluating the online learner's performance is the regret defined against the comparator $P^{*}$ as

$$
\operatorname{regret}_{\Pi_{n}}\left(P^{*}\right)=\sum_{t=1}^{n}\left\langle P_{t}-P^{*}, c_{t}\right\rangle .
$$

Many online learning algorithms come with performance guarantees that hold with probability one for all cost sequences $c_{t}$, against comparators $P^{*}$ that may depend on the cost sequence in an arbitrary way. We exploit this property below by choosing a very specific comparator point that will allow us to establish our main result.

In particular, we choose the comparator point $P^{*}$ as the conditional distribution of the output $W_{n}$ given the input $S_{n}$. We denote this distribution by $P_{W_{n} \mid S_{n}}$ and remark that when the statistical learning algorithm does not use randomization, then the distribution $P_{W_{n} \mid S_{n}}$ puts all its mass to a single point $W_{n}$. For randomized algorithms, we study the generalization error in expectation with respect to the additional randomization of $W_{n} \mid S_{n}$. To this end, we introduce

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)=\mathbb{E}\left[\operatorname{gen}\left(W_{n}, S_{n}\right) \mid S_{n}\right] .
$$

Naturally, for algorithms that do not use randomization, we have $\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)=\operatorname{gen}\left(W_{n}, S_{n}\right)$.
The following theorem characterizes the generalization error in terms of the regret of an online learning algorithm.

Theorem 1 The generalization error of any learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ satisfies that, for any online learning algorithm $\Pi_{n} \in \mathcal{P}_{n}$,

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)=\frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}-M_{\Pi_{n}}
$$

In particular, for any class $\mathcal{C}_{n} \subset \mathcal{P}_{n}$ of online learning algorithms,

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)=\inf _{\Pi_{n} \in \mathcal{C}_{n}}\left(\frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}-M_{\Pi_{n}}\right) .
$$

Proof Let $\Pi_{n}=\left\{P_{t}\right\}_{t=1}^{n}$ be an arbitrary online learning algorithm. Recalling the notation $\langle P, f\rangle=$ $\mathbb{E}_{W \sim P}[f(W)]$, we rewrite the conditional expectation of the generalization error as follows:

$$
\begin{aligned}
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) & =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[\ell\left(W_{n}, Z_{t}\right)-\ell\left(W_{n}, Z^{\prime}\right) \mid S_{n}\right]=-\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[c_{t}\left(W_{n}\right) \mid S_{n}\right] \\
& =-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{W_{n} \mid S_{n}}, c_{t}\right\rangle \\
& =\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}-P_{W_{n} \mid S_{n}}, c_{t}\right\rangle-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle \\
& =\frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle
\end{aligned}
$$

Recalling the definition $M_{\Pi_{n}}=\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle$ concludes the proof.

While the claim and its proof are strikingly simple (and perhaps even trivial in hindsight), it has never appeared in previous literature with such clarity-at least to our knowledge. A result that comes close is Theorem 1 of Kakade et al. (2008), which bounds the Rademacher complexity of linear function classes using a similar technique, which in fact served as direct inspiration for our proof above. The key difference between their approach and ours is that we directly bound the generalization error via an algorithm-specific choice of comparator point, as opposed to the simple worst-case choice taken by Kakade, Sridharan, and Tewari (2008). We may use the simple observation of Theorem 1 in various ways to obtain upper bounds for the generalization error. The simplest way is to choose a single online learning algorithm and use martingale concentration arguments to bound the second term on the right-hand side. Then one may invoke known regret bounds for specific online learning algorithms. For example, the following corollary is immediate.

Corollary 2 Consider an arbitrary online learning algorithm $\Pi_{n} \in \mathcal{P}_{n}$ and suppose that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}\left[\ell\left(w, Z^{\prime}\right)^{2}\right] \leq \sigma^{2}$. Then, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}+\sqrt{\frac{2 \sigma^{2} \log \left(\frac{1}{\delta}\right)}{n}} .
$$

The proof follows from applying a standard concentration result for the lower tail of a sum of nonnegative random variables, which form martingales after centering. In particular, we note that

$$
\mathbb{E}_{Z_{t} \sim \mu}\left\langle P_{t}, \ell\left(\cdot, Z_{t}\right)\right\rangle^{2}=\mathbb{E}_{Z_{t} \sim \mu}\left[\mathbb{E}_{W \sim P_{t}} \ell\left(W, Z_{t}\right)\right]^{2} \leq \sigma^{2}
$$

and use a standard result (stated as Lemma 26 in Appendix B.1) to upper bound $-M_{\Pi_{n}}$. Notice that this argument does not require the loss function to be uniformly bounded from above, or have light tails, yet it still yields a subgaussian bound for the lower tail of the martingale $M_{\Pi_{n}}$. Alternatively, one may assume that that the loss function is (uniformly) subgaussian in the sense that there exists $\Sigma>0$ such that for all $\lambda<0$,

$$
\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu}\left[e^{\lambda\left(\ell\left(w, Z^{\prime}\right)-\mathbb{E}_{Z \sim \mu} \ell(w, Z)\right)}\right] \leq e^{\lambda^{2} \Sigma^{2} / 2}
$$

In that case, the second term in the upper bound of Corollary 2 becomes $\sqrt{\frac{\Sigma^{2} \log \left(\frac{1}{\delta}\right)}{2 n}}$, by standard exponential martingale inequalities.

Notably, the result of Corollary 2 holds with high probability simultaneously for all randomized statistical learning algorithms against which the online learner has bounded regret. This property mirrors the key
property of PAC-Bayesian generalization bounds that hold uniformly over "posteriors" in the same sense, which thus justifies the name "online-to-PAC conversion". An extension to bounds that hold uniformly over time can be easily achieved by noting that online learning algorithms typically come with time-uniform bounds that hold with probability one over all data sequences, and thus it only remains to gain uniform control over the martingale term, which can be done via standard techniques.

In words, the key idea of the online-to-PAC conversion scheme is the following. In the generalization game, the cost function selected by the adversary corresponds to the generalization gap on example $Z_{t}$, and has zero expectation for every fixed $w \in \mathcal{W}$. As such, no matter what strategy it follows, the online learner's cost has zero expectation in each round, and its total cost is thus a martingale. Adding and subtracting an appropriately renormalized version of this zero-mean term to the generalization error establishes a connection between the regret of the online learner in the generalization game and the generalization error.

Notably, the goal of the online learner in this game is not to achieve low total cost, but rather to achieve a cumulative cost that is comparable to the generalization error of the statistical learning method. Indeed, since the costs are all zero-mean, minimizing the cost is a hopeless task by definition, and the online learner can only hope to do "not much worse" than an ideal comparator that may depend on the realization of the data sequence. Our comparator is chosen as the strategy that plays the decision of the statistical learning method in each round. Thus, the implication of the result is that whenever one can prove the existence an online learner that predicts the sequence of i.i.d. generalization gaps of the statistical learning method well, the statistical learning algorithm can be guaranteed to generalize well to test data.

We highlight that the relationship between the generalization error, the regret, and the total cost of the learner holds with equality for all online learners, which may appear counterintuitive at first sight. Indeed, the peculiarity of the generalization game implies several surprising facts. For instance, it is easy to see that whenever the generalization error $\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)$ decays to zero as $n$ increases, all online learning algorithms have sublinear regret against $P_{W_{n} \mid S_{n}}$, due to both sides of the bound of Theorem 1 necessarily vanishing for large $n$. Likewise, if one can establish a sublinear regret bound for any particular online learning algorithm, then it implies that the regret of all other online learning methods are also sublinear in this game. As an aside, we note that this observation can be used to prove lower bounds on the regret of online learning algorithms, and fact in our decomposition is closely related to a common technique for proving lower bounds via "Yao's minimax principle" (Yao, 1977). As long as one is interested in proving upper bounds on the generalization bound (as we are in the present paper), it is often more helpful to apply Theorem 1 with the infimum being taken over regret bounds instead of regrets.

The results above suggest a strategy to obtain upper bounds for the generalization error: choose an appropriate online learning algorithm and bound its regret against $P_{W_{n} \mid S_{n}}$. We show several examples on the remaining pages of this paper. However, sometimes one may obtain better bounds by considering a class of online learning algorithms. For example, if one chooses a finite class $\mathcal{C}_{n}$ of online learning algorithms, the argument of Corollary 2, combined with the union bound, immediately implies the following.

Corollary 3 Consider a finite set $\mathcal{C}_{n} \subset \mathcal{P}_{n}$ of $N$ online learning algorithms and suppose that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu} \ell\left(w, Z^{\prime}\right)^{2} \leq \sigma^{2}$. Then, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \min _{\Pi_{n} \in \mathcal{C}_{n}} \frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}+\sqrt{\frac{2 \sigma^{2} \log \left(\frac{N}{\delta}\right)}{n}}
$$

The reason why it is often beneficial to consider larger classes of online learning algorithms is that the regret bounds may be different for different training samples and Corollary 3 allows us to use the best of these bounds. Corollary 3 is based on the naive upper bound

$$
\inf _{\Pi_{n} \in \mathcal{C}_{n}}\left(\frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}-M_{\Pi_{n}}\right) \leq \inf _{\Pi_{n} \in \mathcal{C}_{n}} \frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}+\sup _{\Pi_{n} \in \mathcal{C}_{n}}\left(-M_{\Pi_{n}}\right)
$$

and the second term on the right-hand side in Corollary 3 is simply an upper bound for $\max _{\Pi_{n} \in \mathcal{C}_{n}}\left(-M_{\Pi_{n}}\right)$. The price for the minimum over $\mathcal{C}_{n}$ is an additional term of order $\sigma \sqrt{(\log N) / n}$ in the upper bound. In
principle, one may be able to improve on this naive bound by a more careful balancing of the regret and martingale terms. For example, if $\Pi_{n}^{*}$ denotes an online learning algorithm that (approximately) minimizes $\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)$ over $\Pi_{n} \in \mathcal{C}_{n}$, then it suffices to bound $-M_{\Pi_{n}^{*}}$. Since $\Pi_{n}^{*}$ depends on the random sample, obtaining sharp upper bounds for $-M_{\Pi_{n}^{*}}$ is a nontrivial matter. In some cases, one may be able to improve on the simple union bound that we used above. This requires a deeper understanding of the martingale process $\left\{M_{\Pi_{n}}: \Pi_{n} \in \mathcal{C}_{n}\right\}$. We leave this exciting question for future research.

## 3. Applications

In what follows, we instantiate the general bound of Theorem 1 using a variety of concrete choices for the online learning algorithm. For the sake of completeness, we include the proofs of the regret bounds we make use of in Appendix A. The purpose of this section is not necessarily to provide results that beat the state of the art, but rather to illustrate the use of our framework and demonstrate its flexibility. In Section 3.1 we start with deriving some classical PAC-Bayes-flavored generalization bounds, including some well-known ones and some others that we have not seen in the related literature. The impatient reader interested in going beyond PAC-Bayes can skip ahead to Section 3.2 that includes a range of new generalization guarantees derived from a general family of online learning methods known as "follow-the-regularized-leader".

### 3.1. PAC-Bayesian generalization bounds via multiplicative weights

The most elementary application of our framework is based on using the classical exponential weighted average (EWA) -or multiplicative weights-algorithm of Littlestone and Warmuth (1994) as the online learner's strategy in the generalization game (see also Vovk, 1990 and Freund and Schapire, 1997). The most basic version of this method is initialized with some fixed "prior" distribution $P_{1} \in \Delta_{\mathcal{W}}$, and then sequentially calculates its updates by solving the optimization problem

$$
P_{t+1}=\underset{P \in \Delta_{\mathcal{W}}}{\arg \min }\left\{\left\langle P, c_{t}\right\rangle-\frac{1}{\eta} \mathcal{D}_{\mathrm{KL}}\left(P \| P_{t}\right)\right\},
$$

where $\eta$ is a positive learning-rate parameter, and $\mathcal{D}_{\mathrm{KL}}(P \| Q)$ is the relative entropy between the distributions $P$ and $Q$. The minimizer can be shown to exist and satisfies

$$
\frac{\mathrm{d} P_{t+1}}{\mathrm{~d} P_{t}}(w)=\frac{e^{-\eta c_{t}(w)}}{\int_{\mathcal{W}} e^{-\eta c_{t}\left(w^{\prime}\right)} \mathrm{d} P_{t}\left(w^{\prime}\right)}
$$

In what follows, we derive a range of generalization bounds using the classical regret analysis of this algorithm and some of its variants. Throughout the section, we suppose that the loss function is uniformly bounded in the range $[0,1]$, but we note that a relaxation to more general subgaussian losses is also possible at the expense of a slightly more involved technical analysis.

### 3.1.1. A vanilla PAC-Bayes bound

A direct application of the classical regret analysis of the multiplicative weights algorithm gives the following generalization bound via the reduction of Corollary 2:

Corollary 4 Suppose that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}\left[\ell\left(w, Z^{\prime}\right)^{2}\right] \leq \sigma^{2}$. Then, for any fixed $\eta>0$, any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{\eta n}+\frac{\eta}{2 n} \sum_{t=1}^{n}\left\|\ell\left(\cdot, Z_{t}\right)-\mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]\right\|_{\infty}^{2}+\sqrt{\frac{\sigma^{2} \log (1 / \delta)}{2 n}}
$$

Note that the first two terms appearing on the right hand side depend on the realization of the data set $S_{n}$, and are thus random variables. Also notice however that the second term is not empirically observable as it features the test error $\mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]$. Under the additional assumption that the loss function $\ell$ is almost surely bounded in $[0,1]$, the data-dependent quantity $\frac{1}{n} \sum_{t=1}^{n}\left\|\ell\left(\cdot, Z_{t}\right)-\mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]\right\|_{\infty}^{2}$ can be simply bounded by 1. This result essentially recovers the original PAC-Bayes bound of McAllester (1998). The proof of the regret bound serving as the foundation of our result is included in Appendix A.1.

Notice that the bound of Corollary 4 only holds for a fixed $\eta$, and optimizing the bound requires choosing a data-dependent $\eta$ due to the randomness of $\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)$. Such learning-rate choices are disallowed by our framework, as they would require the learner to access information about future data points $Z_{t}, \ldots, Z_{n}$ when picking its decision $P_{t}$. However, we may use the second statement of Theorem 1 with $\mathcal{C}_{n}$ containing exponentially weighted average algorithms with a given prior $P_{1}$ and a range of different values of the learning parameter $\eta$. In particular, an application of Corollary 3 on an appropriately chosen finite range of learning rates gives the following result.
Corollary 5 Suppose that $\ell(w, z) \in[0,1]$ for all $w, z$. Fix $\epsilon \in(0,1]$. Then, for any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq\left(1+\frac{\epsilon^{2}}{2}\right) \sqrt{\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{2 n}}+\sqrt{\frac{\log \log (4 \sqrt{n})+\log (1 / \delta)+\log \frac{2}{\epsilon}}{2 n}} .
$$

We include the simple proof for didactic purposes below.
Proof Recall that if the exponentially weighted average algorithm is run with tuning parameter $\eta$, then its regret may be upper bounded by

$$
\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{\eta n}+\frac{\eta}{8} .
$$

Observe first that the upper bound is trivial whenever $\frac{\eta}{8}>1$. To proceed, denote the optimal (data-dependent) learning rate as $\eta^{*}=\sqrt{8 \mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right) / n}$. Running the exponentially weighted average algorithm with this choice of the tuning parameter yields the regret bound

$$
\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{\eta^{*} n}+\frac{\eta^{*}}{8}=\sqrt{\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{2 n}} .
$$

If $\eta^{*}<2 / \sqrt{n}$, then $\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right) \leq 1 / 2$ the regret bound is at most $1 / \sqrt{4 n}$, which is absorbed by the second term in the stated bound. Hence, it is sufficient to consider learning rates that are at least as large as $2 / \sqrt{n}$.

Let $a>0$ and let $\mathcal{C}_{n}$ contain all exponentially weighted average online learning algorithms with prior $P_{1}$ and learning rate $\eta \in\left\{a^{i}: i \in \mathbb{N}\right\} \cap[2 / \sqrt{n}, 8]$. By Corollary 3 , with probability at least $1-\delta$, for all $W_{n}=\mathcal{A}\left(S_{n}\right)$, we have

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \min _{\eta \in\left\{a^{i}: i \in \mathbb{N}\right\} \cap[2 / \sqrt{n}, 8]}\left(\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{\eta n}+\frac{\eta}{8}\right)+\sqrt{\frac{\log \frac{\log _{a}(2 \sqrt{n})}{\delta}}{2 n}} .
$$

Since the optimal choice of $\eta$ in the set $\left\{a^{i}: i \in \mathbb{N}\right\}$ is at most a factor of $a$ away from $\eta^{*}$, we get that

$$
\min _{\eta \in\left\{a^{i}: i \in \mathbb{N}\right\} \cap[2 / \sqrt{n}, 8]}\left(\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{\eta n}+\frac{\eta}{8}\right) \leq \frac{a+1 / a}{2} \sqrt{\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{2 n}},
$$

yielding the bound

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{a+1 / a}{2} \sqrt{\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{2 n}}+\sqrt{\frac{\log \log (4 \sqrt{n})+\log (1 / \delta)-\log \log a}{2 n}} .
$$

Now we may choose the value of $a$. If $a=1+\epsilon$ for some $\epsilon \in(0,1]$, then $(a+1 / a) / 2 \leq 1+\epsilon^{2} / 2$. Moreover, $\log a \geq \epsilon / 2$, which implies the stated inequality.

### 3.1.2. A PARAMETER-FREE BOUND

The bound of Corollary 5 is derived from aggregating a number of different parametric bounds over a grid of learning rates $\eta$. This procedure adds a $\sqrt{\frac{\log \log n}{n}}$ term to the generalization bound via a union bound. It is natural to ask if it is possible to avoid this overhead by tapping into the literature on parameter-free online learning algorithms that avoid using learning rates altogether (Chaudhuri et al.; Chernov and Vovk, 2010; Luo and Schapire, 2015; Koolen and Van Erven, 2015; Orabona and Pál, 2016). Due to the flexibility of our online-to-PAC framework, this question can be easily answered in the positive. The following theorem instantiates a generalization bound that can be derived from Corollary 6 of Orabona and Pál (2016) (or, equivalently, Theorem 9 of van der Hoeven et al., 2018).

Corollary 6 Suppose that $\ell(w, z) \in[0,1]$ for all $w, z$. Then, for any $P_{1} \in \Delta_{\mathcal{W}}$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \sqrt{\frac{3 \mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)+9}{n}}+\sqrt{\frac{\log \frac{1}{\delta}}{2 n}} .
$$

Notably, this bound does not feature any logarithmic factors of $n$. We are not aware of PAC-Bayesian guarantees with such property, with the exception of Theorem 1 of McAllester (2013) that only holds for countable hypothesis classes. We find it plausible that similar guarantees can be derived from the other works we have listed above. In particular, Theorem 9 of Chernov and Vovk (2010) provides essentially the same regret guarantee as the one we have used above, and additionally holds uniformly over time.

### 3.1.3. A DATA-DEPENDENT BOUND

We now provide a tighter data-dependent bound derived from a slightly more sophisticated version of the standard exponentially weighted average forecaster. Under some conditions, this bound will decay to zero at a fast rate, which necessitates some adjustments to the basic setup that will allow us to bound the martingale term $-M_{\Pi_{n}}$ more effectively. In particular, we will employ the skewed cost surrogate $c_{t}(w)=\ell\left(w, Z_{t}\right)-\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right]+\eta\left(\ell\left(w, Z_{t}\right)\right)^{2}$, which turns $-M_{\Pi_{n}}$ into a supermartingale that can be upper-bounded much more tightly. The price paid for this adjustment is a data-dependent term appearing in the generalization bound that will be shown to be strictly dominated by the regret bound arising from the online-to-PAC conversion we will employ. We note that this technique can be used more generally to achieve fast rates for other algorithms.

The online learning algorithm itself will make use of two tricks familiar from the online learning literature: optimistic updates as introduced by Rakhlin and Sridharan (2013a,b) and second-order adjustments as used in several works on adaptive online learning (e.g., Cesa-Bianchi et al., 2007; Gaillard et al., 2014; Koolen and Van Erven, 2015). In particular, the online learning algorithm uses a guess $g_{t} \in \mathbb{R}^{\mathcal{W}}$ of the cost function $c_{t}$, and calculates two sequences of updates. The first is a sequence of auxiliary distributions initialized at $\widetilde{P}_{1}$ and updated as

$$
\frac{\mathrm{d} \widetilde{P}_{t+1}}{\mathrm{~d} \widetilde{P}_{t}}(w)=\frac{e^{-\eta c_{t}(w)-\eta^{2}\left(c_{t}(w)-g_{t}(w)\right)^{2}}}{\int_{\mathcal{W}} e^{-\eta c_{t}\left(w^{\prime}\right)-\eta^{2}\left(c_{t}\left(w^{\prime}\right)-g_{t}\left(w^{\prime}\right)\right)^{2}} \mathrm{~d} P_{t}\left(w^{\prime}\right)},
$$

and the main update is calculated as

$$
\frac{\mathrm{d} P_{t+1}}{\mathrm{~d} \widetilde{P}_{t+1}}(w)=\frac{e^{-\eta g_{t+1}(w)}}{\int_{\mathcal{W}} e^{-\eta g_{t+1}\left(w^{\prime}\right)} \mathrm{d} P_{t}\left(w^{\prime}\right)}
$$

We state a regret guarantee for this algorithm in Appendix A.2. Instantiating the method with the choice $g_{t}(w)=-\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right]$ and plugging the regret bound into our online-to-PAC conversion scheme gives the following generalization bound:
Corollary 7 Suppose that $\ell(w, z) \in[0,1]$ for all $w, z$. For any $\widetilde{P}_{1} \in \Delta_{\mathcal{W}}$ and any $\eta \in\left[0, \frac{1}{4}\right]$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| \widetilde{P}_{1}\right)}{\eta n}+\frac{3 \eta}{n} \sum_{t=1}^{n} \mathbb{E}\left[\left(\ell\left(W_{n}, Z_{t}\right)\right)^{2} \mid S_{n}\right]+\frac{\log \frac{1}{\delta}}{\eta n} .
$$

Proof We first observe that the generalization error can be bounded as

$$
\begin{aligned}
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) & =-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{W_{n} \mid S_{n}}, c_{t}\right\rangle+\frac{\eta}{n} \sum_{t=1}^{n} \mathbb{E}\left[\left(\ell\left(W_{n}, Z_{t}\right)\right)^{2} \mid S_{n}\right] \\
& =\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}-P_{W_{n} \mid S_{n}}, c_{t}\right\rangle-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle+\frac{\eta}{n} \sum_{t=1}^{n} \mathbb{E}\left[\left(\ell\left(W_{n}, Z_{t}\right)\right)^{2} \mid S_{n}\right] \\
& \leq \frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| \widetilde{P}_{1}\right)}{\eta n}+\frac{3 \eta}{n} \sum_{t=1}^{n} \mathbb{E}\left[\left(\ell\left(W_{n}, Z_{t}\right)\right)^{2} \mid S_{n}\right]-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle
\end{aligned}
$$

where we used the regret bound of Theorem 23 in the last step (noting that the condition $\eta c_{t}(w) \leq \frac{1}{2}$ is satisfied under our condition on $\eta$ ), and that

$$
\left(c_{t}(w)-g_{t}(w)\right)^{2}=\left(\ell\left(w, Z_{t}\right)+\eta\left(\ell\left(w, Z_{t}\right)\right)^{2}\right)^{2} \leq 2\left(\ell\left(w, Z_{t}\right)\right)^{2}
$$

holds under our conditions on $\eta$. To continue, we notice that the sum $-\sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle$ is a supermartingale that decays at a fast rate. In particular, we rewrite this term and apply Lemma 27 with $X_{t}=\left\langle P_{t}, \ell\left(\cdot, Z_{t}\right)\right\rangle$ and $\lambda=\eta$ to obtain the following bound that holds with probability at least $1-\delta$ :

$$
\begin{aligned}
-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle & =\frac{1}{n} \sum_{t=1}^{n}\left(\left\langle P_{t}, \mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]\right\rangle-\left\langle P_{t}, \ell\left(\cdot, Z_{t}\right)\right\rangle-\eta\left\langle P_{t},\left(\ell\left(\cdot, Z_{t}\right)\right)^{2}\right\rangle\right) \\
& \leq \frac{1}{n} \sum_{t=1}^{n}\left(\left\langle P_{t}, \mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]\right\rangle-\left\langle P_{t}, \ell\left(\cdot, Z_{t}\right)\right\rangle-\eta\left(\left\langle P_{t}, \ell\left(\cdot, Z_{t}\right)\right\rangle\right)^{2}\right) \leq \frac{\log \frac{1}{\delta}}{\eta n}
\end{aligned}
$$

where the first inequality is Jensen's. This concludes the proof.
By further upper bounding the quadratic term appearing in the upper bound by the training error, we obtain the following relaxation of the bound:
Corollary 8 Suppose that $\ell(w, z) \in[0,1]$ for all $w, z$. For any $\widetilde{P}_{1} \in \Delta_{\mathcal{W}}$ and any $\eta \in\left[0, \frac{1}{2}\right]$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\mathbb{E}\left[\ell\left(W_{n}, Z^{\prime}\right) \mid S_{n}\right] \leq \frac{\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[\ell\left(W_{n}, Z_{t}\right) \mid S_{n}\right]}{1-\eta}+\frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| \widetilde{P}_{1}\right)}{\eta n}+\frac{\log \frac{1}{\delta}}{2 \eta n}
$$

Several similar data-dependent bounds have been proposed in the PAC-Bayesian literature. For instance, the "PAC-Bayes-Bernstein inequality" of Seldin et al. (2012), which features the variance of the losses instead of their second moment, can be recovered from the same regret analysis as above by setting $g_{t}=0$. Later results of Tolstikhin and Seldin (2013) and Mhammedi et al. (2019) have replaced this unobservable quantity by the empirical variance of the training loss. While these results were proved using sophisticated concentration inequalities combined with PAC-Bayesian "change of measure" arguments, our result directly follows from a combination of a few standard techniques from online learning. The main merit of these results (shared by our result above) is that they imply a fast rate of order $1 / n$ when the training error is zero.

### 3.2. Generalized PAC-Bayesian bounds via Following the Regularized Leader

We now provide a range of entirely new generalization bounds derived from a general class of online learning algorithms known as Follow the Regularized Leader (FTRL, see, e.g., Rakhlin, 2009; Shalev-Shwartz, 2012; Orabona, 2019). FTRL algorithms are defined using a convex regularization function $h: \Delta_{\mathcal{W}} \rightarrow \mathbb{R}$. For the sake of this paper, we concentrate on regularizers that are $\alpha$-strongly convex with respect to a norm $\|\cdot\|$ defined on the set of signed measures on $\mathcal{W}$, in the sense that the following inequality is satisfied for all $P, P^{\prime} \in \Delta_{\mathcal{W}}$ and all $\lambda \in[0,1]$ :

$$
\begin{equation*}
h\left(\lambda P+(1-\lambda) P^{\prime}\right) \leq \lambda h(P)+(1-\lambda) h\left(P^{\prime}\right)-\frac{\alpha \lambda(1-\lambda)}{2}\left\|P-P^{\prime}\right\|^{2} . \tag{1}
\end{equation*}
$$

We also assume that $h$ is proper in the sense that it never takes the value $-\infty$ and is not identically equal to $+\infty$, and that it is lower semicontinuous on its effective domain. Given such a regularization function and a positive learning-rate parameter $\eta$, we can define the distribution $P_{t}$ picked by FTRL in round $t$ as

$$
P_{t}=\underset{P \in \Delta_{w}}{\arg \min }\left\{\left\langle P, \sum_{k=1}^{t-1} c_{k}\right\rangle+\frac{1}{\eta} h(P)\right\} .
$$

The existence of the minimum is guaranteed by the compactness of $\Delta_{\mathcal{W}}$ under $\|\cdot\|$, and its uniqueness is ensured by the strong convexity of $h$. In what follows, we derive generalization bounds for this vanilla version of FTRL as well as some of its straightforward variants, and we will instantiate the bounds with some interesting regularization functions.

### 3.2.1. Strongly convex regularizers

We first state a generalization bound obtained via an application of the classical FTRL analysis for strongly convex regularizers.

Theorem 9 Suppose that $h$ is $\alpha$-strongly convex with respect to the norm $\|\cdot\|$, and that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu} \ell\left(w, Z^{\prime}\right)^{2} \leq \sigma^{2}$. Then, for any $\eta>0$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

We provide the proof of the regret bound forming the basis of this theorem in Appendix A. 3 (cf. Theorem 9). A straightforward covering argument over the choice of $\eta$ gives the following bound.

Corollary 10 Suppose that $h$ is $\alpha$-strongly convex with respect to the norm $\|\cdot\|$. Furthermore, suppose that $\ell(w, z) \in[0,1]$ for all $w, z$ and that $\left\|\ell\left(\cdot, Z_{t}\right)-\mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]\right\|_{*} \leq B$ for some positive B. Fix $\epsilon \in(0,1]$. Then, for any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq\left(1+\frac{\epsilon^{2}}{2}\right) \sqrt{\frac{B^{2}\left(h\left(P_{W_{n} \mid S_{n}}\right)-h\left(P_{1}\right)\right)}{2 \alpha n}}+\sqrt{\frac{\log \log (4 \sqrt{n})+\log (1 / \delta)+\log \frac{2}{\epsilon}}{2 n}} .
$$

The proof follows the same arguments as the proof of Corollary 5. The above two bounds respectively recover the PAC-Bayesian generalization bounds of Corollaries 4 and 5 when setting $h(P)=\mathcal{D}_{\mathrm{KL}}\left(P \| P_{1}\right)$, which is known to be 1 -strongly convex with respect to the total variation norm (whose dual norm is the supremum norm). We provide further examples at the end of this section.

### 3.2.2. Empirical bounds Via optimistic FTRL

One downside of the bound claimed in the previous section is that it depends on the dual norms of $\ell\left(\cdot, Z_{t}\right)-$ $\mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]$, which involves the unobservable quantity $\mathbb{E}\left[\ell\left(\cdot, Z^{\prime}\right)\right]$. It is often more desirable to provide generalization bounds that are fully empirical and can be evaluated without having to estimate the test error (which would indeed defeat the purpose of proving generalization bounds in the first place). In this section, we provide a simple remedy to this issue by considering an optimistic version of FTRL. Optimistic online learning algorithms were first proposed by Rakhlin and Sridharan (2013a,b) as algorithms that can take advantage of a guess $g_{t}$ of the cost function $c_{t}$. Such methods provide tighter guarantees whenever $c_{t}$ and $g_{t}$ are close in an appropriate sense, and typically retain the worst-case guarantees of FTRL when this is not the case. In our setting, it is natural to pick $g_{t}$ as the predictable part of $c_{t}$ corresponding to the test loss: $g_{t}(w)=-\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right]$. Indeed, the only unpredictable part of the cost function from the perspective of the online learner is the empirical loss $\ell\left(w, Z_{t}\right)$ on the $t$-th data point, as the other additive term remains the same in all rounds.

We now derive a generalization bound by considering the optimistic version of FTRL that picks the following distribution $P_{t}$ in each round $t$ :

$$
P_{t}=\underset{P \in \Delta_{\mathcal{W}}}{\arg \min }\left\{\left\langle P, g_{t}+\sum_{k=1}^{t-1} c_{k}\right\rangle+\frac{1}{\eta} h(P)\right\}
$$

The generalization bound derived using this algorithm with the above choice of $g_{t}$ is stated in the following theorem.

Theorem 11 Suppose that $h$ is $\alpha$-strongly convex with respect to the norm $\|\cdot\|$. Then, for any $\eta>0$, any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{h\left(P_{W_{n} \mid S_{n}}\right)-h\left(P_{1}\right)}{\eta n}+\frac{\eta}{2 \alpha n} \sum_{t=1}^{n}\left\|\ell\left(\cdot, Z_{t}\right)\right\|_{*}^{2}+\sqrt{\frac{\sigma^{2} \log (1 / \delta)}{n}} .
$$

The proof makes use of a standard regret bound for optimistic FTRL that we state and prove as Theorem 25 in Appendix A. 3 for completeness. As can be seen from the statement, this bound improves over that of Theorem 9 in that it replaces the norm of the generalization gap with the norm of the training loss, which can be empirically measured. An optimally tuned version similar to Theorem 10 can be derived using similar techniques as before.

### 3.2.3. EXAMPLE: $p$-NORM REGULARIZATION

From the perspective of convex analysis, the family of $p$-norm distances is a natural candidate for defining regularization functions. Concretely, we define the weighted $p$-norm distance between the signed measures $P, P^{\prime} \in \Delta_{\mathcal{W}}$ and base measure $P_{1}$ as the $L_{p}$ distance between their Radon-Nykodim derivatives with respect to $P_{1}$ :

$$
\begin{equation*}
\left\|P-P^{\prime}\right\|_{p, P_{1}}=\left(\int_{\mathcal{W}}\left(\frac{\mathrm{d} P}{\mathrm{~d} P_{1}}-\frac{\mathrm{d} P^{\prime}}{\mathrm{d} P_{1}}\right)^{p} \mathrm{~d} P_{1}\right)^{1 / p} \tag{2}
\end{equation*}
$$

The corresponding dual norm is the $L_{q}$-norm defined for all $f$ as

$$
\|f\|_{q, P_{1}, *}=\left(\int_{\mathcal{W}} f^{q} \mathrm{~d} P_{1}\right)^{1 / q}
$$

with $q>1$ such that $1 / p+1 / q=1$. It is useful to note that the distance $\left\|P-P_{1}\right\|_{p, P_{1}}^{p}$ is the $f$-divergence corresponding to $\varphi(x)=(x-1)^{p}$, which is known under several different names such as Hellinger divergence of order $p$, $p$-Tsallis divergence or simply $\alpha$-divergence with $\alpha=p$ (see, e.g., Sason and Verdú, 2016; Nielsen
and Nock, 2011). The case $p=2$ is often given special attention, and the corresponding squared norm can be seen to match Pearson's $\chi^{2}$-divergence (Pearson, 1900). We denote this divergence by $\mathcal{D}_{\chi^{2}}$ below.

Powers of the norm defined above exhibit different strong-convexity properties depending on the value of $p$, with two distinct regimes $p \in(1,2]$ and $p>2$. The following corollary summarizes the results obtained in these two regimes when respectively setting $h(P)=\left\|P-P_{1}\right\|_{p, P_{1}}^{2}$ and $h(P)=\left\|P-P_{1}\right\|_{p, P_{1}}^{p}$ :

Corollary 12 Fix $p>1$ and $q$ such that $1 / p+1 / q=1$, and suppose that there exists $B>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu}\left(\ell\left(w, Z^{\prime}\right)\right)^{\min \{2, q\}} \leq B$. Then, for any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies one the following bounds:
(a) For $p \in(1,2]$,

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\left\|P_{W_{n} \mid S_{n}}-P_{1}\right\|_{p, P_{1}}^{2}}{\eta n}+\frac{\eta}{(p-1) n} \sum_{t=1}^{n}\left\|\ell\left(\cdot, Z_{t}\right)\right\|_{q, P_{1}, *}^{2}+\sqrt{\frac{B^{2} \log (1 / \delta)}{2 n}} .
$$

(b) For $p \geq 2$ and $q$,

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\left\|P_{W_{n} \mid S_{n}}-P_{1}\right\|_{p, P_{1}}}{\eta n}+2\left(\frac{\eta}{2 n}\right)^{q-1} \sum_{t=1}^{n}\left\|\ell\left(\cdot, Z_{t}\right)\right\|_{q, P_{1}, *}^{q}+B\left(\frac{\log (1 / \delta)}{n}\right)^{1-1 / q}
$$

These bounds are fully empirical in the sense that they depend on the realization of the data sequence, up to an additional martingale concentration term of order $B(\log (1 / \delta) / n)^{1-1 / q}$. The perhaps unexpectedly mild dependence on the confidence level $\delta$ is due to the fact that the martingale average $-M_{\Pi_{n}}$ that needs to be probabilistically controlled is the lower tail of a sum of nonnegative random variables, which can be effectively bounded even for heavy-tailed random variables. Upper-bounding the data-dependent terms using Markov's inequality, one can recover the results of Bégin et al. (2016) and Alquier and Guedj (2018) that were proved under the much stronger assumptions that the losses are bounded or that they always have finite variance. Rodríguez-Gálvez et al. (2021) derive a comparable bound on the expected generalization error in the special case $p=2$. Our bounds in the regime $p>2$ do not require such assumptions and remain meaningful when the losses are heavy tailed and the $q$-th moment of the random loss is bounded only for some $q<2$. In such cases, our result implies a slow rate of $n^{-(1-1 / q)}$ for the generalization error, which is expected when dealing with concentration of heavy-tailed random variables (Gnedenko and Kolmogorov, 1954). In the regime $p \in(1,2]$, our bound interpolates between the guarantee for $p=2$ and the standard PAC-Bayesian bound of Corollary 4 as $p$ approaches 1 , at least in terms of dependence on the $L_{q}$-norm of the loss function. In terms of dependence on the divergence measures, this interpolation fails as $p$ tends to 1 , as the squared $L_{p}$-divergence converges to the squared total variation distance which is not strongly convex. Accordingly, the bound blows up in this regime and Corollary 4 gives a strictly better bound. All of these guarantees require the boundedness of $\left\|P_{n}-P_{1}\right\|_{p, P_{1}}$, which becomes a more and more stringent condition as $p$ increases.

The results in Corollary 12 are direct consequences of Theorem 9. The case $p=2$ is the simplest and can be proved by picking $h(P)=\mathcal{D}_{\chi^{2}}\left(P \| P_{1}\right)$. Being a squared 2-norm, $h$ is obviously 1-strongly convex with respect to $\left\|P-P_{0}\right\|_{2, P_{0}}$ as it satisfies the condition of Equation (1) with equality. A similar argument works for the regime $p \in(1,2]$, where the choice $h(P)=\left\|P-P^{\prime}\right\|_{p, P_{0}}^{2}$ exhibits $2(p-1)$-strong convexity with respect to the norm $\|\cdot\|_{p, P_{0}}$ (see, e.g., Proposition 3 in Ball et al., 1994, that also establishes that strong convexity does not hold for $p>2$ ).

The case $p \geq 2$ is slightly more complex and it requires minor adjustments to the proof of Theorem 9 . In this range we consider the regularizer $h(P)=\left\|P-P_{1}\right\|_{p, P_{1}}^{p}$. While this function is not strongly convex, it satisfies the following weaker notion of $p$-uniform convexity:

$$
h(P) \geq h\left(P^{\prime}\right)+\left\langle g, P-P^{\prime}\right\rangle+\frac{\alpha}{2}\left\|P-P^{\prime}\right\|_{p, P_{1}}^{p}
$$

with $\alpha=2$, where $g \in \partial h(P)$. We refer to Ball et al. (1994) who attribute this result to Clarkson (1936). Following the proof of Lemma 29, we can show that $\Phi$ satisfies the following $q$-uniform smoothness condition:

$$
\mathcal{B}_{\Phi}\left(f \| f^{\prime}\right) \leq \frac{1}{\alpha^{q-1}}\left\|f-f^{\prime}\right\|_{q, P_{0}, *}^{q} .
$$

Replacing the inequality used in the last step of the proof of Theorem 9 with the above proves the regret bound of FTRL used in the corollary. It thus remains to bound the martingale term $-M_{\Pi_{n}}$, which can be done via an application of Lemma 28 presented in Appendix B.1. Indeed, applying this result with $X_{t}=\mathbb{E}\left[\ell\left(\widetilde{W}_{t}, Z_{t}\right) \mid \mathcal{F}_{t-1}, S_{n}\right]$ implies that for any $\lambda>0$, we have, with probability at least $1-\delta$,

$$
-M_{\Pi_{n}} \leq \lambda^{q-1} B^{q}+\frac{\log \frac{1}{\delta}}{\lambda n}
$$

Setting $\lambda=B\left(\frac{\log \frac{1}{\delta}}{n}\right)^{1 / q}$ concludes the proof.

### 3.2.4. EXAMPLE: SMOOTHED RELATIVE-ENTROPY REGULARIZATION

Let us now consider the special case where the hypothesis space is $\mathcal{W}=\mathbb{R}^{d}$. In this case, a common idea in the PAC-Bayesian literature is to smooth the posterior distribution $P_{W_{n} \mid S_{n}}$ by adding Gaussian noise to an otherwise deterministic output hypothesis $W_{n}^{*}$ to ensure the boundedness of $\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)$. The effect of this perturbation is then typically addressed by analyzing the gap $\mathbb{E}\left[\ell\left(W_{n}, Z^{\prime}\right)-\ell\left(W_{n}^{*}, Z^{\prime}\right) \mid S_{n}\right]$. Making sure that this gap does not end up dominating the bound generally necessitates using perturbation levels that go to zero for large $n$. In this section, we provide an alternative smoothing method that allows using constant perturbation levels for a class of smooth functions.

Our approach is based on an FTRL variant based on a smoothed version of the relative entropy as regularization function. In order to construct this regularizer, we define the Gaussian smoothing operator $G_{\gamma}$ that acts on any distribution $P \in \Delta_{\mathcal{W}}$ as $G_{\gamma} P=\int_{\mathcal{W}} \mathcal{N}\left(w, \gamma^{2} I\right) \mathrm{d} P(w)$, where $\mathcal{N}\left(w, \gamma^{2} I\right)$ is the $d$ dimensional Gaussian distribution with mean $w$ and covariance $\gamma^{2} I$. Using this operator, we define the $\gamma$-smoothed relative entropy as $\mathcal{D}_{\gamma}\left(P \| P^{\prime}\right)=\mathcal{D}_{\mathrm{KL}}\left(G_{\gamma} P \| G_{\gamma} P^{\prime}\right)$ and set $h(P)=\mathcal{D}_{\gamma}\left(P \| P_{1}\right)$. Similarly, we define the smoothed total variation distance between $P$ and $P^{\prime}$ as $\left\|P-P^{\prime}\right\|_{\gamma}=\left\|G_{\gamma} P-G_{\gamma} P^{\prime}\right\|_{\mathrm{TV}}$. Both of these divergences have the attractive property that they remain meaningfully bounded under much milder assumptions than their unsmoothed counterparts, even when the supports of $P$ and $P^{\prime}$ are disjoint.

It is straightforward to verify that the Bregman divergence associated with $h$ satisfies

$$
\mathcal{B}_{h}\left(P \| P^{\prime}\right)=\mathcal{D}_{\gamma}\left(P \| P^{\prime}\right) \geq \frac{1}{2}\left\|G_{\gamma}\left(P-P^{\prime}\right)\right\|_{\mathrm{TV}}^{2}=\frac{1}{2}\left\|P-P^{\prime}\right\|_{\gamma}^{2},
$$

thus implying 1 -strong convexity in terms of the smoothed total variation distance. The dual norm of the smoothed TV distance is defined as $\|f\|_{\gamma, *}=\sup _{\left\|P-P^{\prime}\right\|_{\gamma} \leq 1}\left\langle f, P-P^{\prime}\right\rangle$, which, together with the above arguments and Theorem 11, immediately implies the following result:

Corollary 13 Suppose that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu} \ell\left(w, Z^{\prime}\right)^{2} \leq \sigma^{2}$. Then, for any $\eta>0$, any $\gamma \geq 0$, any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\mathcal{D}_{\gamma}\left(P_{W_{n} \mid S_{n}} \| P_{0}\right)}{\eta n}+\frac{\eta}{n} \sum_{t=1}^{n}\left\|\ell\left(\cdot, Z_{t}\right)\right\|_{\gamma, *}^{2}+\sqrt{\frac{2 \sigma^{2} \log \frac{1}{\delta}}{n}} .
$$

It remains to be shown that the dual norm $\|\ell(\cdot, z)\|_{\gamma, *}$ can be bounded meaningfully. By the intuitive properties of the smoothed total variation distance, one can reasonably expect this norm to capture the smoothness properties of the loss function, and that it is small whenever $\ell(\cdot, z)$ is bounded and highly smooth. In what
follows, we provide an upper bound on this norm that holds for a class infinitely smooth functions. Specifically, we say that a function $f$ is infinitely smooth if all of its higher-order directional derivatives exist and satisfy $D^{j} f\left(w \mid v_{1}, v_{2}, \ldots, v_{j}\right) \leq \beta_{j}$ for all directions $v_{1}, v_{2}, \ldots, v_{j}$, all $w \in \mathcal{W}$, and all $j$. For such functions, the following lemma provides an upper bound on $\|f\|_{\gamma, *}$ :

Lemma 14 Suppose that $f$ is infinitely smooth in the above sense. Then, the dual norm $\|f\|_{\gamma, *}$ satisfies $\|f\|_{\gamma, *} \leq \sum_{j=0}^{\infty}(\gamma \sqrt{d})^{j} \beta_{j}$.

The proof is based on a successive smoothing argument and is provided in Appendix B.3. With the help of this lemma, we can thus obtain the following result:

Corollary 15 Suppose that $\ell(\cdot, z)$ is infinitely smooth for all $z$ with $\beta_{j} \leq \beta$ for all $j \geq 0$, that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu} \ell\left(w, Z^{\prime}\right)^{2} \leq \sigma^{2}$, and that $\gamma<1 / \sqrt{d}$. Then, for any $\eta>0$, any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\mathcal{D}_{\gamma}\left(P_{W_{n} \mid S_{n}} \| P_{0}\right)}{\eta n}+\frac{\eta \beta}{1-\gamma \sqrt{d}}+\sqrt{\frac{2 \sigma^{2} \log \frac{1}{\delta}}{n}} .
$$

The result follows from applying Corollary 13 and upper-bounding

$$
\left\|\ell\left(\cdot, Z_{t}\right)\right\|_{\gamma, *}^{2} \leq \beta \sum_{j=0}^{\infty}(\gamma \sqrt{d})^{j}=\frac{\beta}{1-\gamma \sqrt{d}}
$$

Setting the smoothing level as $\gamma=1 / 2 \sqrt{d}$ guarantees that the second term is of order $\eta \beta$. To our knowledge, PAC-Bayesian guarantees of similar form can only be derived for perturbation levels that decay to zero as $n$ increases, which severely limits the potential gains that can be achieved by smoothing.

In order to obtain a more explicit bound, we note that the smoothed relative entropy can be upper-bounded in terms of the squared Wasserstein-2 distance as $\mathcal{D}_{\gamma}\left(P \| P^{\prime}\right) \leq \frac{1}{2 \gamma^{2}} \mathbb{W}_{2}^{2}\left(P, P^{\prime}\right)$. For completeness, we give the precise definition of the Wasserstein distance $\mathbb{W}_{2}$ and a direct proof of this result in Appendix B.4. The following corollary states the resulting bound when setting $\gamma=1 /(2 \sqrt{d})$.

Corollary 16 Suppose that $\ell(\cdot, z)$ is infinitely smooth for all $z$ with $\beta_{j} \leq \beta$ for all $j \geq 0$, and that there exists $\sigma>0$ such that $\sup _{w \in \mathcal{W}} \mathbb{E}_{Z^{\prime} \sim \mu} \ell\left(w, Z^{\prime}\right)^{2} \leq \sigma^{2}$. Then, for any $\eta>0$, any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{2 d \mathbb{W}_{2}^{2}\left(P_{n \mid S}, P_{1}\right)}{\eta n}+2 \beta \eta+\sqrt{\frac{\sigma^{2} \log (1 / \delta)}{n}}
$$

We are not aware of any directly comparable results in the literature. Zhang et al. (2018), Wang et al. (2019) and Rodríguez-Gálvez et al. (2021) provide vaguely similar guarantees that depend on the Wasserstein-1 distance and only require bounded first derivatives, but it is not clear if these bounds are decreasing with the sample size $n$ in general. Whenever all hypotheses satisfy $\|w\|_{2} \leq R$ for some $R$, the result stated above implies an upper bound on the expected generalization error that scales as $R \sqrt{\beta d / n}$ whenever all hypotheses satisfy $\|w\|_{2} \leq R$ for some $R$, which is directly comparable with what one might obtain via a straightforward uniform convergence argument involving the covering number of Lipschitz functions on a bounded domain (see, e.g., Dudley, 1984). The dependence on the dimension $d$ of such guarantees can be relaxed or completely removed when assuming more structure about the loss function (Bartlett, 1998; Williamson et al., 2000; Zhang, 2002). Whether such arguments can be applied to remove the dependence on $d$ from the above bound is a curious problem we leave open for future research.

## 4. Extensions

The online-to-PAC conversion framework naturally lends itself to a number of extensions that allow one to prove more and more advanced generalization bounds. In this section, we provide a few such extensions and briefly explain how they can be applied to tighten the bounds presented in the previous sections.

### 4.1. Conditional online-to-PAC conversions

One limitation of standard PAC-Bayesian bounds is that the prior $P_{1}$ is not allowed to depend in any way on the training data $S_{n}$. This entails several further limitations, for instance that the bounds can become vacuous even in the simplest setting of learning one-dimensional threshold classifiers (see, e.g., Livni and Moran, 2020). Our framework presented in Section 2 shares the same limitation: the online learner is only allowed causal access to the training data, and in particular, its sequential predictions cannot depend on the entire data set. As such, the further limitations of PAC-Bayes are also inherited. In the context of PAC-Bayesian and information-theoretic generalization, this issue has been successfully addressed by Audibert (2004) and Catoni (2007) via the notion of "almost exchangeable priors", which allows the recovery of all classical PAC-learning bounds from a PAC-Bayesian framework. This idea has recently been rediscovered and popularized by the works of Steinke and Zakynthinou (2020) and Hellström and Durisi (2020) (see also Haghifam et al., 2021; Grünwald et al., 2021).

As we show below, our framework can readily address the issue at hand via a simple extension that we call conditional online-to-PAC conversion. Similarly to the frameworks described above, we define a supersample of $2 n$ data points sampled i.i.d. from the distribution $\mu$, denoted as $\widehat{S}_{n}=\left(Z_{1}^{+1}, Z_{1}^{-1}, Z_{2}^{+1}, Z_{2}^{-1}, \ldots, Z_{n}^{+1}, Z_{n}^{-1}\right)$. Based on these samples, we define the conditional generalization game where the following steps are repeated in a sequence of rounds $t=1,2, \ldots, n$ :

1. The online learner picks a distribution $P_{t} \in \Delta_{\mathcal{W}}$;
2. the adversary draws an index $I_{t} \in\{-1,+1\}$ uniformly at random, and selects the cost function $c_{t}: \mathcal{W} \rightarrow \mathbb{R}$ defined for each $w \in \mathcal{W}$ as

$$
c_{t}(w)=\ell\left(w, Z_{t}^{I_{t}}\right)-\frac{1}{2}\left(\ell\left(w, Z_{t}^{+1}\right)-\ell\left(w, Z_{t}^{-1}\right)\right)
$$

3. the online learner incurs cost $\left\langle P_{t}, c_{t}\right\rangle$;
4. the adversary reveals the index $I_{t}$ to the online learner.

In this setup, the online learner is allowed even more knowledge than in the standard generalization game: besides knowing the loss function $\ell$ and the data distribution $\mu$, the online learner is also allowed to know the entire supersample $\widehat{S}_{n}$. Thus, revealing the index $I_{t}$ in round $t$ reveals the entire cost function $c_{t}$ to the learner. The outcome of the game is associated with the training and test loss of the statistical learning algorithm by setting the training set as $S_{n}=\left\{Z_{t}^{I_{t}}\right\}_{t=1}^{n}$ and the test set as $S_{n}^{\prime}=\left\{Z_{t}^{-I_{t}}\right\}_{t=1}^{n}$.

We treat the additional formalities by introducing the following notation. We use $\widehat{\mathcal{F}}_{t}$ to denote the sigmaalgebra induced by the entire data set $\widehat{S}_{n}$, and the sequence of random variables generated and used by both players (including the random coin flips $I_{1}, \ldots, I_{t}$ and all potential randomization utilized by the online learner) up until the end of round $t$. In this protocol, an online learning algorithm $\Pi_{n}=\left\{P_{t}\right\}_{t=1}^{n}$ is a sequence of functions such that $P_{t}$ maps the sequence of past coin flips $\left(i_{1}, \ldots, i_{t-1}\right) \in\{-1,1\}^{t-1}$ and data sets $\widehat{s}_{n} \in \mathcal{Z}^{2 n}$ to $\Delta_{\mathcal{W}}$, the set of all probability distributions over the hypothesis class $\mathcal{W}$. For the brevity of notation, we abbreviate $P_{t}=P_{t}\left(I_{1}, \ldots, I_{t-1}, \widehat{S}_{n}\right)$, and we denote by $\widehat{\mathcal{P}}_{n}$ the class of all online learning algorithms over sequences of length $n$ in this protocol.

In the conditional generalization game defined above, our technique gives an upper bound on the empirical generalization error defined as

$$
\widehat{\operatorname{gen}}\left(W_{n}, \widehat{S}_{n}\right)=\frac{1}{n} \sum_{t=1}^{n}\left(\ell\left(W_{n}, Z_{t}^{\prime}\right)-\ell\left(W_{n}, Z_{t}\right)\right)
$$

In order to bound the generalization error, we need to control the gap between the two quantities, denoted as

$$
\Delta\left(W_{n}, \widehat{S}_{n}\right)=\operatorname{gen}\left(W_{n}, S_{n}\right)-\widehat{\operatorname{gen}}\left(W_{n}, \widehat{S}_{n}\right)=\frac{1}{n} \sum_{t=1}^{n}\left(\mathbb{E}\left[\ell\left(W_{n}, Z^{\prime}\right) \mid W_{n}\right]-\ell\left(W_{n}, Z_{t}^{\prime}\right)\right)
$$

It is important to note that $W_{n}$ only depends on $S_{n}=\left(Z_{1}, \ldots, Z_{n}\right)$ and therefore, conditioned on $S_{n}$, the quantity $\Delta\left(W_{n}, \widehat{S}_{n}\right)$ is the difference between the empirical mean of nonnegative i.i.d. random variables and its expectation. Hence, the lower tail of $\Delta\left(W_{n}, \widehat{S}_{n}\right)$ can be controlled using standard tools. As before, the total cost accumulated by the online learner is denoted by $M_{\Pi_{n}}=\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle$. Importantly, this quantity is a normalized sum of martingale differences, when conditioned on $\widehat{S}_{n}$, due to the conditional independence of $P_{t}$ and $c_{t}$ :

$$
\begin{aligned}
\mathbb{E}\left[\left\langle P_{t}, c_{t}\right\rangle \mid \mathcal{F}_{t-1}, \widehat{S}_{n}\right] & =\mathbb{E}_{\widetilde{W}_{t} \sim P_{t}}\left[c_{t}\left(\widetilde{W}_{t}\right) \mid \mathcal{F}_{t-1}, \widehat{S}_{n}\right] \\
& =\mathbb{E}_{\widetilde{W}_{t} \sim P_{t}}\left[\left.\ell\left(\widetilde{W}_{t}, Z_{t}^{I_{t}}\right)-\frac{1}{2}\left(\ell\left(\widetilde{W}_{t}, Z_{t}^{+1}\right)+\ell\left(\widetilde{W}_{t}, Z_{t}^{-1}\right)\right) \right\rvert\, \mathcal{F}_{t-1}, \widehat{S}_{n}\right]=0
\end{aligned}
$$

Indeed, the online learning protocol guarantees that $\widetilde{W}_{t}$ is chosen before the index $I_{t}$ is revealed to the online learner, and thus the conditional expectation of $\ell\left(\widetilde{W}_{t}, Z_{t}^{I_{t}}\right)$ is $\frac{1}{2}\left(\ell\left(\widetilde{W}_{t}, Z_{t}^{+1}\right)+\ell\left(\widetilde{W}_{t}, Z_{t}^{-1}\right)\right)$. Note that $M_{\Pi_{n}}$ is not a martingale average without conditioning on $\widehat{S}_{n}$, as each $W_{t}$ may depend on the entire data set, including future instances $Z_{s}^{ \pm 1}$ with $s>t$.

The following result connects the generalization error to the regret in a similar way as Theorem 1 does for the basic generalization game:
Theorem 17 The generalization error of any learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ satisfies that, for any online learning algorithm $\Pi_{n} \in \widehat{\mathcal{P}}_{n}$,

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)=\frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}-M_{\Pi_{n}}+\mathbb{E}\left[\Delta\left(W_{n}, \widehat{S}_{n}\right) \mid \widehat{S}_{n}\right]
$$

In particular, for any class $\mathcal{C}_{n} \subset \widehat{\mathcal{P}}_{n}$ of online learning algorithms,

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right)=\inf _{\Pi_{n} \in \mathcal{C}_{n}}\left(\frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}-M_{\Pi_{n}}\right)+\mathbb{E}\left[\Delta\left(W_{n}, \widehat{S}_{n}\right) \mid \widehat{S}_{n}\right]
$$

Proof For simplicity, we denote the training points as $Z_{t}=Z_{t}^{I_{t}}$ and the test points as $Z_{t}^{\prime}=Z_{t}^{-I_{t}}$. Recalling the notation $\langle P, f\rangle=\mathbb{E}_{W \sim P}[f(W)]$, we rewrite the conditional expectation of the empirical generalization error as follows:

$$
\begin{aligned}
\mathbb{E}\left[\widehat{\operatorname{gen}}\left(W_{n}, \widehat{S}_{n}\right) \mid \widehat{S}_{n}\right] & =\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[\ell\left(W_{n}, Z_{t}\right)-\ell\left(W_{n}, Z_{t}^{\prime}\right) \mid \widehat{S}_{n}\right]=-\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}\left[c_{t}\left(W_{n}\right) \mid \widehat{S}_{n}\right] \\
& =-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{W_{n} \mid \widehat{S}_{n}}, c_{t}\right\rangle=-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{W_{n} \mid S_{n}}, c_{t}\right\rangle \\
& =\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}-P_{W_{n} \mid S_{n}}, c_{t}\right\rangle-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle \\
& =\frac{\operatorname{regret}_{n}\left(P_{W_{n} \mid S_{n}}\right)}{n}-\frac{1}{n} \sum_{t=1}^{n}\left\langle P_{t}, c_{t}\right\rangle
\end{aligned}
$$

where in the second line we observed that $P_{W_{n} \mid \widehat{S}_{n}}=P_{W_{n} \mid S_{n}}$ holds due to the construction of $W_{n}$ that only depends on the training data $S_{n}$. Recalling the definitions of $M_{\Pi_{n}}$ and $\Delta\left(W_{n}, \widehat{S}_{n}\right)$ completes the proof.
The following corollary instantiates the bound for a single algorithm under the assumption that the loss function is bounded in $[0,1]$.

Corollary 18 Consider an arbitrary online learning algorithm $\Pi_{n} \in \widehat{\mathcal{P}}_{n}$ and suppose that $\ell(w, z) \in[0,1]$ for all $w, z$. Then, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\overline{\operatorname{gen}}\left(W_{n}, S_{n}\right) \leq \frac{\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)}{n}+\sqrt{\frac{2 \log \left(\frac{1}{\delta}\right)}{n}} .
$$

The bound follows from applying the Hoeffding-Azuma inequality for the martingale averages $M_{\Pi_{n}}$ and for $\mathbb{E}\left[\Delta\left(W_{n}, \widehat{S}_{n}\right) \mid \widehat{S}_{n}\right]$. In principle, the latter term can be bounded under the milder condition that the second moment of the loss function is bounded for all $w$ (due to it being a lower tail of a nonnegative martingale), but boundedness of the loss function is needed now to ensure that the martingale increments constituting $M_{\Pi_{n}}$ are bounded almost surely. Indeed, notice that $M_{\Pi_{n}}$ is a martingale only when conditioned on the entire supersample $\widehat{S}_{n}$, and thus it needs to be controlled for all realizations of the data sequence.

The advantage of the conditional online-to-PAC conversion framework is that it allows the online learner to have prior knowledge of the supersample $\widehat{S}_{n}$, which includes the training data. In particular, the online learner can now use data-dependent learning rates and regularization functions. To illustrate the use of this framework, we provide a simple application that leads to a conditional PAC-Bayesian generalization bound. In particular, using the standard multiplicative weights algorithm for the online learner leads to the following generalization bound:
Corollary 19 Suppose that $\ell(w, z) \in[0,1]$ for all $w, z$ and let $\widehat{S}_{n}$ be a set of $2 n$ i.i.d. data points drawn from $\mu$. Then, for any $\eta>0$ and any $P_{1} \in \Delta_{\mathcal{W}}$ that potentially depend on $\widehat{S}_{n}$, and any $n>1$, with probability at least $1-\delta$, the generalization error of every statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ simultaneously satisfies

$$
\mathbb{E}\left[\operatorname{gen}\left(W_{n}, S_{n}\right) \mid S_{n}\right] \leq \frac{\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)}{\eta n}+\frac{\eta}{8}+\sqrt{\frac{2 \log (1 / \delta)}{n}}
$$

The power of this result resides in the fact that the learning rate $\eta$ and the prior $P_{1}$ are allowed to depend on the supersample $\widehat{S}_{n}$. Such priors are called almost exchangeable by Audibert (2004), who proved an analogous result using classic PAC-Bayesian methodology. With a special choice of prior, and relaxing the high-probability bound above to only hold on expectation, this result also recovers the conditional informationtheoretic bound of Steinke and Zakynthinou (2020) (see also Grünwald et al., 2021).

More generally, we can obtain similar conditional versions of all generalization bounds derived in earlier sections of this work, including the data-dependent bounds of Section 3.1.3 and the parameter-free bound of Section 3.1.2. Furthermore, the conditional generalization game allows the online learner to use a conditional version of FTRL, where $\eta$ and $h$ can both depend on the supersample $\widehat{S}_{n}$, for instance by setting $h$ as a convex divergence measure between $P$ and a data-dependent prior $P_{1}$.

### 4.2. Bounds on the expected generalization error

Besides the high-confidence guarantees provided in the rest of this paper, it is straightforward to derive bounds on the expected generalization error using our framework. Such relaxations of PAC-Bayesian guarantees have been extensively studied in the last few years under the moniker "information-theoretic generalization bounds" (Russo and Zou, 2016, 2019; Xu and Raginsky, 2017). Here, we derive a generalized version of the bounds proposed in these works using our online-to-PAC conversion scheme. In particular, the following guarantee can be deduced directly from Theorem 1:

Corollary 20 Consider any statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ and a class $\mathcal{C}_{n} \subset \mathcal{P}_{n}$ of online learning algorithms. Then, the generalization error of $\mathcal{A}$ satisfies

$$
\mathbb{E}\left[\operatorname{gen}\left(W_{n}, S_{n}\right)\right]=\inf _{\Pi_{n} \in \mathcal{C}_{n}} \frac{\mathbb{E}\left[\operatorname{regret}_{\Pi_{n}}\left(P_{W_{n} \mid S_{n}}\right)\right]}{n}
$$

While this bound is decidedly weaker than its previously discussed versions, it has some merits that make it worthy of consideration. Most notably, since the right-hand side features an infimum over deterministic quantities, one can directly obtain generalization bounds without requiring any sophisticated techniques to control suprema of empirical processes. We illustrate this benefit below, as well as explain the connections with the related literature.

As a simple application of Corollary 20, the following analogue of Corollary 4 can be easily derived by choosing the multiplicative weights algorithm as the online learning method:

Corollary 21 Suppose that $\ell(w, z) \in[0,1]$ for all $w, z$. Then, for any fixed $\eta>0$, any $P_{1} \in \Delta_{\mathcal{W}}$ and any $n>1$, the expected generalization error of any statistical learning algorithm $W_{n}=\mathcal{A}\left(S_{n}\right)$ satisfies the bound

$$
\mathbb{E}\left[\operatorname{gen}\left(W_{n}, S_{n}\right)\right] \leq \frac{\mathbb{E}\left[\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)\right]}{\eta n}+\frac{\eta}{8}
$$

In particular, letting $P_{W_{n}}$ denote the marginal distribution of $W_{n}$, we have

$$
\mathbb{E}\left[\operatorname{gen}\left(W_{n}, S_{n}\right)\right] \leq \inf _{P_{1} \in \Delta \mathcal{W}} \sqrt{\frac{\mathbb{E}\left[\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)\right]}{2 n}}=\sqrt{\frac{\mathbb{E}\left[\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{W_{n}}\right)\right]}{2 n}} .
$$

The divergence $\mathbb{E}\left[\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{W_{n}}\right)\right]$ appearing in the second bound is the mutual information between $W_{n}$ and $S_{n}$, and thus this result recovers the bounds of Xu and Raginsky (2017) that are stated in terms of the same quantity. Our result can be verified directly after making the following simple observations. First, notice that the value of $\eta$ minimizing the first bound for a given $P_{1}$ is non-random, and thus we can avoid the covering argument required for the proof of Corollary 4. Second, by the variational characterization of the mutual information, we have $\inf _{P_{1} \in \Delta_{\mathcal{W}}} \mathbb{E}\left[\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{1}\right)\right]=\mathbb{E}\left[\mathcal{D}_{\mathrm{KL}}\left(P_{W_{n} \mid S_{n}} \| P_{W_{n}}\right)\right]$ (Kemperman, 1974).

All other guarantees stated in earlier sections can be adjusted analogously. Most importantly, all results in the preliminary version of this work (Lugosi and Neu, 2022) can be exactly recovered by adapting the results in Section 3.2, using FTRL as the online learning algorithm. "Conditional" analogues to the same guarantees can be derived via the construction proposed in Section 4.1, and in particular the "conditional mutual-information" bounds of Steinke and Zakynthinou (2020) can be recovered via the same argument as we used above for Corollary 21.

## 5. Conclusion

Our new online-to-PAC conversion scheme establishes a link between online and statistical learning that provides a flexible framework for proving generalization bounds using regret analysis. In the present paper, we provide a short list of applications of this technique to derive generalization bounds, recovering several state-of-the-art results and improving them in several minor ways. These results are most likely only scratching the surface of what this framework is able to achieve, and in fact we feel that we have opened more questions in this work than what we have managed to answer. We discuss some of the numerous exciting directions for future work below.

In recent years, several connections have emerged between regret analysis in online learning, generalization bounds, and concentration inequalities. Early forerunners of such results are Zhang (2002) and Kakade et al. (2008) who respectively used online learning techniques to bound covering numbers and Rademacher complexities of linear function classes, both well-studied proxies of the generalization error in statistical learning. Some years later, a sequence of works by Rakhlin and Sridharan (2017) and (Foster et al., 2015, 2017 , 2018) established a deep connection between uniform convergence of collections of martingales and the existence of online algorithms with bounded regret, effectively showing that any worst-case regret bound for a class of online learning games can be turned into a martingale concentration inequality and vice versa. Our result can be seen as a variant of the above results that is more tightly adapted to analyzing the generalization error of statistical learning algorithms, our key idea being a more specific choice of comparator point in the
definition of regret. A potentially closely related line of work proposes to derive concentration bounds on the means of random variables using sequential betting strategies (Waudby-Smith and Ramdas, 2020; Orabona and Jun, 2021). This can be seen as a reduction to another online learning problem with the logarithmic loss function (cf. Chapter 9 of Cesa-Bianchi and Lugosi, 2006). This is to be contrasted with the linear loss functions used in our work and all of the previously mentioned ones, and we wonder if a closer connection could be made between these approaches.

Our techniques are quite different from those that have been traditionally used for proving generalization bounds. Instead of combinatorial arguments used for studying suprema of empirical processes, our results make use of regret analysis, which itself traditionally builds on tools from convex analysis and optimization. This strikes us as an entirely new approach to study this fundamental problem of statistical learning, and also as an unexpected new application of convex analysis and optimization that may open interesting research directions in both of these fields. Indeed, much of the online learning and convex optimization literature is focused on questions of computational efficiency that are entirely absent in our setup: since we only need to prove the existence of online learning algorithms with appropriate regret guarantees, we never have to worry about implementation issues. We believe that this aspect can open up a new and interesting direction of research not only within statistical learning theory, but more broadly in convex optimization.

Our analysis framework appears to be flexible enough to go beyond the standard statistical learning framework that assumes i.i.d. data. The fact that the key part of our bounds are controlled almost surely via regret analysis is encouraging in that it suggests that at least some probabilistic assumptions can be dropped, but this still leaves us with designing appropriate notions of generalization for non-i.i.d. data. It seems straightforward (and natural) to generalize our results to stationary data sequences by adjusting the definition of the test error $\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right]$ to involve an expectation taken with respect to the stationary distribution of $Z_{t}^{\prime}$. We wonder if it is possible to go more significantly beyond the standard model by dropping even more probabilistic assumptions on the data sequence, and adapt our framework to deal with problems of "out-of-distribution" generalization.

Finally, we note that we expect that our framework will be able to capture several more concepts used in the statistical learning theory literature to explain generalization. Such ideas include stability (Devroye and Wagner, 1979; Bousquet and Elisseeff, 2002; Mukherjee et al., 2006; Shalev-Shwartz et al., 2010; Hardt et al., 2016), differential privacy (Dwork et al., 2006a,b; Chaudhuri et al., 2011; Bassily et al., 2014), or various margin and noise conditions (Bartlett et al., 2002; Bartlett and Mendelson, 2006; van Erven et al., 2015). We leave such extensions open for future work.
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## Appendix A. Regret bounds

## A.1. Exponentially weighted averages

Theorem 22 Consider the exponentially weighted average forecaster defined via the iteration

$$
P_{t+1}=\underset{P \in \Delta_{\mathcal{W}}}{\arg \min }\left\{\left\langle P, c_{t}\right\rangle-\frac{1}{\eta} \mathcal{D}_{\mathrm{KL}}\left(P \| P_{t}\right)\right\} .
$$

For any sequence of cost functions $c_{1}, c_{2}, \ldots, c_{n}$, the regret of this method satisfies

$$
\operatorname{regret}_{n}\left(P^{*}\right) \leq \frac{\mathcal{D}_{\mathrm{KL}}\left(P^{*} \| P_{1}\right)}{\eta}+\frac{\eta}{2} \sum_{t=1}^{n}\left\|c_{t}\right\|_{\infty}^{2}
$$

Proof The proof is based on studying a potential function $\Phi$ defined for all $c \in \mathbb{R}^{\mathcal{W}}$ as

$$
\Phi(c)=\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta c(w)} \mathrm{d} P_{1}(w)
$$

In particular, we consider $\Phi\left(\sum_{t=1}^{n} c_{t}\right)$ and notice that it is related to the total cost of the comparator $P^{*}$ as follows:

$$
\Phi\left(\sum_{t=1}^{n} c_{t}\right)=\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta \sum_{t=1}^{n} c_{t}(W)} \mathrm{d} P_{1}(w) \geq-\sum_{t=1}^{n}\left\langle P^{*}, c_{t}\right\rangle-\frac{1}{\eta} \mathcal{D}_{\mathrm{KL}}\left(P^{*} \| P_{1}\right)
$$

where the inequality is the Donsker-Varadhan variational formula (cf. Section 4.9 in Boucheron et al., 2013). On the other hand, we have

$$
\begin{aligned}
\Phi\left(\sum_{t=1}^{n} c_{t}\right) & =\sum_{t=1}^{n}\left(\Phi\left(\sum_{k=1}^{t} c_{k}\right)-\Phi\left(\sum_{k=1}^{t-1} c_{k}\right)\right) \\
& =\sum_{t=1}^{n} \frac{1}{\eta} \log \frac{\int_{\mathcal{W}} e^{-\eta \sum_{k=1}^{t} c_{k}(w)} \mathrm{d} P_{1}(w)}{\int_{\mathcal{W}} e^{-\eta \sum_{k=1}^{t-1} c_{t}(w)} \mathrm{d} P_{1}(w)} \\
& =\sum_{t=1}^{n} \frac{1}{\eta} \log \int_{\mathcal{W}} \frac{e^{-\eta \sum_{k=1}^{t-1} c_{k}(w)}}{\int_{\mathcal{W}} e^{-\eta \sum_{k=1}^{t-1} c_{k}(w)} \mathrm{d} P_{1}(w)} \cdot e^{-\eta c_{t}(w)} \mathrm{d} P_{1}(w) \\
& =\sum_{t=1}^{n} \frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta c_{t}(w)} \mathrm{d} P_{t}(w)
\end{aligned}
$$

Finally, we notice that the term appearing on the right-hand side can be bounded using Hoeffding's lemma (see, e.g., Lemma 2.2 in Boucheron et al., 2013):

$$
\begin{equation*}
\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta c_{t}(w)} \mathrm{d} P_{t}(w)=-\left\langle P_{t}, c_{t}\right\rangle+\frac{1}{\eta} \int_{\mathcal{W}} e^{-\eta\left(c_{t}(w)-\left\langle P_{t}, c_{t}\right\rangle\right)} \mathrm{d} P_{t}(w) \leq-\left\langle P_{t}, c_{t}\right\rangle+\frac{\eta\left\|c_{t}\right\|_{\infty}^{2}}{2} \tag{3}
\end{equation*}
$$

Plugging this inequality back into the previous calculations concludes the proof.

## A.2. Optimistic Second-Order EWA

Let us now consider an "optimistic" version of a EWA-based method that uses a guess $g_{t}$ of $c_{t}$ when playing its action $P_{t}$. This algorithm calculates two sequences of updates: first, an auxiliary distribution $\widetilde{P}_{t}$ as

$$
\frac{\mathrm{d} \widetilde{P}_{t+1}}{\mathrm{~d} \widetilde{P}_{t}}(w)=\frac{e^{-\eta c_{t}(w)-\eta^{2}\left(c_{t}(w)-g_{t}(w)\right)^{2}}}{\int_{\mathcal{W}} e^{-\eta c_{t}\left(w^{\prime}\right)-\eta^{2}\left(c_{t}(w)-g_{t}(w)\right)^{2}} \mathrm{~d} P_{t}\left(w^{\prime}\right)} \cdot
$$

and the actual update calculated as

$$
\frac{\mathrm{d} P_{t+1}}{\mathrm{~d} \widetilde{P}_{t+1}}(w)=\frac{e^{-\eta g_{t+1}(w)}}{\int_{\mathcal{W}} e^{-\eta g_{t+1}\left(w^{\prime}\right)} \mathrm{d} P_{t}\left(w^{\prime}\right)}
$$

The second-order adjustment appearing in the auxiliary update sequence is commonly used in the online learning literature to achieve data-dependent bounds (Cesa-Bianchi et al., 2007; Gaillard et al., 2014; Koolen and Van Erven, 2015), and is the component that enables us to prove a strong comparator-dependent regret bound. The idea of using an auxiliary update sequence is inspired by the "optimistic online learning" algorithms of Rakhlin and Sridharan (2013a,b), and allows us to achieve fully data-dependent bounds by eliminating the test error from the generalization bounds. The algorithm defined above satisfies the following regret bound.

Theorem 23 For any $\eta \in\left[0, \frac{1}{2}\right]$ and any sequence of cost functions $c_{1}, c_{2}, \ldots, c_{n}$ and predictions $g_{1}, g_{2}, \ldots, g_{n}$, the regret of the optimistic second-order EWA forecaster defined above satisfies

$$
\sum_{t=1}^{n}\left\langle P_{t}-P^{*}, c_{t}\right\rangle \leq \frac{\mathcal{D}_{\mathrm{KL}}\left(P^{*} \| P_{1}\right)}{\eta}+\eta \sum_{t=1}^{n}\left\langle P^{*},\left(c_{t}-g_{t}\right)^{2}\right\rangle
$$

We are going to use this theorem with $c_{t}(w)=\ell\left(w, Z_{t}\right)-\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right]$ and $g_{t}(w)=-\mathbb{E}\left[\ell\left(w, Z^{\prime}\right)\right] \leq 0$ so the last term on the right-hand side is negative, which will help us deduce a fast rate from the regret bound.
Proof The proof follows from similar arguments as used in the proof of Theorem 22. In particular, we introduce the auxiliary notation $\widetilde{c}_{t}(w)=c_{t}(w)-\eta\left(c_{t}(w)-g_{t}(w)\right)^{2}$ and study the potential $\Phi\left(\sum_{t=1}^{n} \widetilde{c}_{t}\right)$. Lower-bounding the potential gives

$$
\Phi\left(\sum_{t=1}^{n} \widetilde{c}_{t}\right)=\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta \sum_{t=1}^{n} \widetilde{c}_{t}(W)} \mathrm{d} \widetilde{P}_{1}(w) \geq-\sum_{t=1}^{n}\left\langle P^{*}, \widetilde{c}_{t}\right\rangle-\frac{1}{\eta} \mathcal{D}_{\mathrm{KL}}\left(P^{*} \| \widetilde{P}_{1}\right) .
$$

On the other hand, we have

$$
\Phi\left(\sum_{t=1}^{n} \widetilde{c}_{t}\right)=\sum_{t=1}^{n} \frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta \widetilde{c}_{t}(w)} \mathrm{d} \widetilde{P}_{t}(w) .
$$

Noticing that $\frac{\mathrm{d} \widetilde{P}_{t}}{\mathrm{~d} P_{t}}(w)=\frac{e^{\eta g_{t}(w)}}{\int_{\mathcal{W}} e^{\eta g_{t}\left(w^{\prime}\right)} \mathrm{d} P_{t}\left(w^{\prime}\right)}$, we can upper bound each term in the above sum as

$$
\begin{aligned}
\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta \widetilde{c}_{t}(w)} \mathrm{d} \widetilde{P}_{t}(w) & =\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta c_{t}(w)-\eta^{2}\left(c_{t}(w)-g_{t}(w)\right)^{2}} \frac{\mathrm{~d} \widetilde{P}_{t}}{\mathrm{~d} P_{t}}(w) \mathrm{d} P_{t}(w) \\
& =\frac{1}{\eta} \log \int_{\mathcal{W}} e^{-\eta\left(c_{t}(w)-g_{t}(w)\right)-\eta^{2}\left(c_{t}(w)-g_{t}(w)\right)^{2}} \mathrm{~d} P_{t}(w)-\frac{1}{\eta} \log \int_{\mathcal{W}} e^{\eta g_{t}(w)} \mathrm{d} P_{t}(w) \\
& \leq \frac{1}{\eta} \log \int_{\mathcal{W}}\left(1-\eta\left(c_{t}(w)-g_{t}(w)\right)\right) \mathrm{d} P_{t}(w)-\left\langle P_{t}, g_{t}\right\rangle \\
& \leq-\left\langle P_{t}, c_{t}\right\rangle
\end{aligned}
$$

where we have used the inequality $e^{-x-x^{2}} \leq 1-x$ that holds for all $x \leq \frac{1}{2}$ (which is ensured by our choice of $\eta \leq \frac{1}{2}$ and the boundedness of the cost function), and Jensen's inequality that implies $\left\langle P_{t}, g_{t}\right\rangle \leq \frac{1}{\eta} \log \int_{\mathcal{W}} e^{\eta g_{t}(w)} \mathrm{d} P_{t}(w)$. Putting the two bounds together proves the statement.

## A.3. Follow the Regularized Leader

We recall that the predictions of the FTRL algorithm are defined as

$$
P_{t}=\underset{P \in \Delta_{\mathcal{W}}}{\arg \min }\left\{\left\langle P, \sum_{k=1}^{t-1} c_{k}\right\rangle+\frac{1}{\eta} h(P)\right\} .
$$

For simplicity, we use the notation $C_{t}=\sum_{k=1}^{t} c_{k}$ hereafter. We first show that, under the conditions we have assumed in the main text (properness and strong convexity), the minimum exists and is unique.

For simplicity, we use the notation $\Psi_{t}=\left\langle\cdot, C_{t-1}\right\rangle+\frac{1}{\eta} h$. We denote the effective domain of $h$ by $\Gamma_{h}=$ $\left\{P \in \Delta_{\mathcal{W}}: h(P)<+\infty\right\}$ and note that the condition that $h$ is proper and lower semicontinuous implies that $\Psi_{t}$ is also proper and lower semicontinuous. Together with the compactness of $\Delta_{\mathcal{W}}$, this implies the existence of a minimum. In order to show unicity, let us suppose that $P_{t}$ and $P_{t}^{\prime}$ are both minimizers of $\Psi_{t}$. Then, by convexity, we have for all $\lambda \in[0,1]$ that $\lambda P_{t}+(1-\lambda) P_{t}^{\prime} \in \arg \min _{P} \Psi_{t}(P)$. However, by strong convexity of $h$, we know that $\Psi_{t}$ is also strongly convex and thus

$$
\begin{aligned}
\min _{P \in \Delta \mathcal{W}} \Psi_{t}(P) & =\Psi_{t}\left(\lambda P_{t}+(1-\lambda) P_{t}^{\prime}\right) \leq \lambda \Psi_{t}\left(P_{t}\right)+(1-\lambda) \Psi_{t}\left(P_{t}^{\prime}\right)-\frac{\alpha \lambda(1-\lambda)}{2}\left\|P_{t}-P_{t}^{\prime}\right\|^{2} \\
& =\min _{P \in \Delta \mathcal{W}} \Psi_{t}(P)-\frac{\alpha \lambda(1-\lambda)}{2}\left\|P_{t}-P_{t}^{\prime}\right\|^{2}
\end{aligned}
$$

Hence, equality is only possible when $\left\|P_{t}-P_{t}^{\prime}\right\|=0$, or, equivalently, $P_{t}=P_{t}^{\prime}$. This shows that the minimum is indeed unique.

The analysis below uses a few other concepts from convex analysis. A key notion is the LegendreFenchel conjugate of the convex function $h$ denoted as $h^{*}: \mathbb{R}^{\mathcal{W}} \rightarrow \mathbb{R}$, mapping a function $f$ to $h^{*}(f)=$ $\max _{P \in \Delta_{\mathcal{W}}}\{\langle P, f\rangle-h(P)\}$. The subdifferential of a convex functional $U: \mathbb{R}^{\mathcal{W}} \rightarrow \mathbb{R}$ at $f \in \mathbb{R}^{\mathcal{W}}$ is defined as the set of signed measures

$$
\partial U(f)=\left\{P \in \bar{\Delta}_{\mathcal{W}}: U(g) \geq U(f)+\langle P, g-f\rangle\left(\forall g \in \mathbb{R}^{\mathcal{W}}\right)\right\}
$$

and the associated (generalized) Bregman divergence is defined as

$$
\mathcal{D}_{U}(g \| f)=U(g)-U(f)+\sup _{P \in \partial U(f)}\langle P, f-g\rangle
$$

where the supremum is introduced to resolve the ambiguity of the subdifferential. Notice that this is a convex function of $g$, being a sum of a convex function and a supremum of affine functions, and that $\mathcal{B}_{\Phi}(g \| f) \geq 0$ for all $f$ and $g$ due to convexity of $U$.

Having established these basic facts, we are now ready to state a regret bound for the above algorithm.
Theorem 24 Suppose that $h$ is $\alpha$-strongly convex with respect to the norm $\|\cdot\|$. Then, for any $\eta>0$ and any sequence of cost functions $c_{1}, c_{2}, \ldots, c_{n}$, the regret of the FTRL algorithm defined above satisfies

$$
\operatorname{regret}_{n}\left(P^{*}\right) \leq \frac{h\left(P^{*}\right)-h\left(P_{1}\right)}{\eta}+\frac{\eta}{2 \alpha} \sum_{t=1}^{n}\left\|c_{t}\right\|_{*}^{2}
$$

Proof The proof is based on studying a potential function $\Phi$ defined for all $c \in \mathbb{R}^{\mathcal{W}}$ as

$$
\Phi(c)=\max _{P \in \Delta \mathcal{W}}\left\{-\langle P, c\rangle-\frac{1}{\eta} h(P)\right\}=\frac{1}{\eta} h^{*}(-\eta c) .
$$

In particular, we consider $\Phi\left(C_{n}\right)$ and notice that it is related to the total cost of the comparator $P^{*}$ as follows:

$$
\Phi\left(C_{n}\right)=\max _{P \in \Delta \mathcal{W}}\left\{-\left\langle P, C_{n}\right\rangle-\frac{1}{\eta} h(P)\right\} \geq-\sum_{t=1}^{n}\left\langle P^{*}, c_{t}\right\rangle-\frac{h\left(P^{*}\right)}{\eta}
$$

On the other hand, we have

$$
\begin{aligned}
\Phi\left(C_{n}\right) & =\sum_{t=1}^{n}\left(\Phi\left(C_{t}\right)-\Phi\left(C_{t-1}\right)\right)+\Phi(0) \\
& =\sum_{t=1}^{n}\left(\mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}\right)-\sup _{P \in \partial \Phi\left(C_{t-1}\right)}\left\langle P, C_{t-1}-C_{t}\right\rangle\right)-\frac{h\left(P_{1}\right)}{\eta} \\
& \leq \sum_{t=1}^{n}\left(\mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}\right)-\left\langle P_{t}, c_{t}\right\rangle\right)-\frac{h\left(P_{1}\right)}{\eta}
\end{aligned}
$$

where in the last step we have used the fact that $-P_{t} \in \partial \Phi\left(C_{t-1}\right)$. Indeed, this follows from the definition of the algorithm:

$$
\begin{aligned}
\Phi\left(C_{t-1}\right)-\left\langle P_{t}, c_{t}\right\rangle & =\max _{P \in \Delta \mathcal{W}}\left\{-\left\langle P, C_{t-1}\right\rangle-\frac{1}{\eta} h(P)\right\}-\left\langle P_{t}, c_{t}\right\rangle=-\left\langle P_{t}, C_{t}\right\rangle-\frac{1}{\eta} h\left(P_{t}\right) \\
& \leq \max _{P \in \Delta \mathcal{W}}\left\{-\left\langle P, C_{t}\right\rangle-\frac{1}{\eta} h(P)\right\}=\Phi\left(C_{t}\right)
\end{aligned}
$$

Putting the above inequalities together, we obtain the following bound on the regret:

$$
\sum_{t=1}^{n}\left\langle P^{*}-P_{t}, c_{t}\right\rangle \leq \frac{h\left(P^{*}\right)-h\left(P_{1}\right)}{\eta}+\sum_{t=1}^{n} \mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}\right)
$$

Finally, we note that $\Phi$ is the Legendre-Fenchel conjugate of $P \mapsto \frac{1}{\eta} h(\eta P)$, which is an $\eta / \alpha$ strongly convex function of its argument. Thus, we use a classic duality property between the regularizer $h$ and $h^{*}$ (proved in Appendix B. 2 for completeness) to show that

$$
\mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}\right) \leq \frac{\eta\left\|c_{t}\right\|_{*}^{2}}{2 \alpha}
$$

This completes the proof.

We also consider an "optimistic" version of FTRL that makes use of a sequence of hints $g_{t} \in \mathbb{R}^{\mathcal{W}}$, by choosing its updates according to the assignment

$$
P_{t}=\underset{P \in \Delta \mathcal{W}}{\arg \min }\left\{\left\langle P, g_{t}+\sum_{k=1}^{t-1} c_{k}\right\rangle+\frac{1}{\eta} h(P)\right\}
$$

A similar method has been proposed and analyzed by Rakhlin and Sridharan (2013a,b). The following performance guarantee is easily obtained by a series of simple adjustments to the proof of Theorem 24 presented above.

Theorem 25 Suppose that $h$ is $\alpha$-strongly convex with respect to the norm $\|\cdot\|$. Then, for any $\eta>0$ and any sequence of cost functions $c_{1}, c_{2}, \ldots, c_{n}$ and predictions $g_{1}, g_{2}, \ldots, g_{n}$, the regret of the optimistic FTRL algorithm defined above satisfies

$$
\operatorname{regret}_{n}\left(P^{*}\right) \leq \frac{h\left(P^{*}\right)-h\left(P_{1}\right)}{\eta}+\frac{\eta}{2 \alpha} \sum_{t=1}^{n}\left\|c_{t}-g_{t}\right\|_{*}^{2} .
$$

Proof The proof is based on studying a potential function $\Phi$ defined for all $c \in \mathbb{R}^{\mathcal{W}}$ as

$$
\Phi(c)=\max _{P \in \Delta \mathcal{W}}\left\{-\langle P, c\rangle-\frac{1}{\eta} h(P)\right\}=\frac{1}{\eta} h^{*}(-\eta c) .
$$

In particular, we consider $\Phi\left(C_{n}\right)$ and notice that it is related to the total cost of the comparator $P^{*}$ as follows:

$$
\Phi\left(C_{n}\right)=\max _{P \in \Delta \mathcal{W}}\left\{-\left\langle P, C_{n}\right\rangle-\frac{1}{\eta} h(P)\right\} \geq-\sum_{t=1}^{n}\left\langle P^{*}, c_{t}\right\rangle-\frac{h\left(P^{*}\right)}{\eta}
$$

On the other hand, we have

$$
\begin{equation*}
\Phi\left(C_{n}\right)=\sum_{t=1}^{n}\left(\Phi\left(C_{t}\right)-\Phi\left(C_{t-1}+g_{t}\right)+\Phi\left(C_{t-1}+g_{t}\right)-\Phi\left(C_{t-1}\right)\right)+\Phi(0) \tag{4}
\end{equation*}
$$

We bound the two key terms arising in the above expression as follows, recalling that $-P_{t} \in \partial \Phi\left(C_{t-1}+g_{t}\right)$. First, we have

$$
\begin{aligned}
\Phi\left(C_{t}\right)-\Phi\left(C_{t-1}+g_{t}\right) & \leq \mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}+g_{t}\right)-\sup _{P \in \partial \Phi\left(C_{t-1}+g_{t}\right)}\left\langle P, C_{t-1}-C_{t}+g_{t}\right\rangle \\
& \leq \mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}+g_{t}\right)-\left\langle P_{t}, c_{t}-g_{t}\right\rangle
\end{aligned}
$$

The remaining term is treated by exploiting the convexity of $\Phi$ that guarantees

$$
\Phi\left(C_{t-1}\right) \geq \Phi\left(C_{t-1}+g_{t}\right)-\sup _{P \in \partial \Phi\left(C_{t-1}+g_{t}\right)}\left\langle P, g_{t}\right\rangle \geq \Phi\left(C_{t-1}+g_{t}\right)+\left\langle P_{t}, g_{t}\right\rangle
$$

by the definition of the subdifferential $\partial \Phi\left(C_{t-1}+g_{t}\right)$. Putting these inequalities together with Equation (4), we obtain

$$
\Phi\left(C_{n}\right) \leq \sum_{t=1}^{n}\left(\mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}+g_{t}\right)-\left\langle P_{t}, c_{t}\right\rangle\right)-\frac{h\left(P_{1}\right)}{\eta}
$$

The proof is concluded by putting everything together and using the smoothness property of $\Phi$ implied by the strong convexity of $h$ (cf. Appendix B.2):

$$
\mathcal{B}_{\Phi}\left(C_{t} \| C_{t-1}+g_{t}\right) \leq \frac{\eta\left\|c_{t}-g_{t}\right\|_{*}^{2}}{2 \alpha}
$$

## Appendix B. Technical tools

## B.1. Martingale concentration inequalities

Here we provide a simple concentration inequality to control the lower tails of sums of nonnegative random variables with bounded second moments, used several times in the proofs.

Lemma 26 Let $\left(X_{t}\right)_{t=1}^{n}$ be a sequence non-negative random variables and for $t \geq 0$, let $\mathcal{F}_{t}$ denote the $\sigma$-algebra generated by $X_{1}, \ldots, X_{t}$. Assume that $X_{t}$ has finite conditional mean $\mu_{t}=\mathbb{E}\left[X_{t} \mid \mathcal{F}_{t-1}\right]$ and second moment $\sigma_{t}^{2}=\mathbb{E}\left[X_{t}^{2} \mid \mathcal{F}_{t-1}\right]$. Then, for any $\lambda>0$, the following bound holds with probability at least $1-\delta$ :

$$
\sum_{t=1}^{n}\left(\mu_{t}-X_{t}\right) \leq \frac{\lambda}{2} \sum_{t=1}^{n} \sigma_{t}^{2}+\frac{\log \frac{1}{\delta}}{\lambda}
$$

Proof We use the notation $\mathbb{E}_{t}[\cdot]=\mathbb{E}\left[\cdot \mid \mathcal{F}_{t-1}\right]$. We start by noticing that, for any $\lambda>0$, we have

$$
\mathbb{E}_{t}\left[e^{-\lambda X_{t}}\right] \leq \mathbb{E}_{t}\left[1-\lambda X_{t}+\frac{\lambda^{2} X_{t}^{2}}{2}\right] \leq e^{-\lambda \mu_{t}+\lambda^{2} \sigma_{t}^{2} / 2}
$$

where we have used the inequality $e^{y} \leq 1+y+\frac{y^{2}}{2}$ that holds for all $y \leq 0$. Using this repeatedly gives

$$
\mathbb{E}\left[e^{\lambda \sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda \sigma_{t}^{2} / 2\right)}\right] \leq 1
$$

and thus an application of Markov's inequality yields

$$
\mathbb{P}\left[\sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda \sigma_{t}^{2} / 2\right) \geq \varepsilon\right]=\mathbb{P}\left[e^{\lambda \sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda \sigma_{t}^{2} / 2\right)} \geq e^{\lambda \varepsilon}\right] \leq e^{-\lambda \varepsilon}
$$

Thus, setting $\varepsilon=\log (1 / \delta) / \lambda$ and reordering the terms proves the statement.

The following simple bound provides an empirical variant of the above bound that holds for bounded random variables.

Lemma 27 Let $\left(X_{t}\right)_{t=1}^{n}$ be a sequence random variables supported on $[0,1]$ and for $t \geq 0$, let $\mathcal{F}_{t}$ denote the $\sigma$-algebra generated by $X_{1}, \ldots, X_{t}$. Assume that $X_{t}$ has finite conditional mean $\mu_{t}=\mathbb{E}\left[X_{t} \mid \mathcal{F}_{t-1}\right]$. Then, for any $\lambda \in\left[0, \frac{1}{2}\right]$, the following bound holds with probability at least $1-\delta$ :

$$
\sum_{t=1}^{n}\left(\mu_{t}-X_{t}\right) \leq \lambda \sum_{t=1}^{n} X_{t}^{2}+\frac{\log \frac{1}{\delta}}{\lambda}
$$

Proof We use the notation $\mathbb{E}_{t}[\cdot]=\mathbb{E}\left[\cdot \mid \mathcal{F}_{t-1}\right]$. We start by noticing that, for any $\lambda>0$, we have

$$
\mathbb{E}_{t}\left[e^{-\lambda X_{t}-\lambda^{2} X_{t}^{2}}\right] \leq \mathbb{E}_{t}\left[1-\lambda X_{t}\right] \leq e^{-\lambda \mu_{t}}
$$

where we have used the inequality $e^{-y-y^{2}} \leq 1-y$ that holds for all $y \leq \frac{1}{2}$, which is ensured by the conditions on $X_{t}$ and $\lambda$. Using this repeatedly gives

$$
\mathbb{E}\left[e^{\lambda \sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda X_{t}^{2}\right)}\right] \leq 1
$$

and thus an application of Markov's inequality yields

$$
\mathbb{P}\left[\sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda X_{t}^{2}\right) \geq \varepsilon\right]=\mathbb{P}\left[e^{\lambda \sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda X_{t}^{2}\right)} \geq e^{\lambda \varepsilon}\right] \leq e^{-\lambda \varepsilon}
$$

Thus, setting $\varepsilon=\log (1 / \delta) / \lambda$ and reordering the terms proves the statement.
Finally, we also supply the following simple extension that applies to heavy-tailed random variables with bounded $q$-th moments.

Lemma 28 Let $\left(X_{t}\right)_{t=1}^{n}$ be a sequence non-negative random variables with finite conditional mean $\mu_{t}=$ $\mathbb{E}\left[X_{t} \mid \mathcal{F}_{t-1}\right]$ and $q$-th moment $B_{t}=\left(\mathbb{E}\left[X_{t}^{q} \mid \mathcal{F}_{t-1}\right]\right)^{1 / q}$ for some $q \in(1,2]$. Then, for any $\lambda>0$, the following bound holds with probability at least $1-\delta$ :

$$
\sum_{t=1}^{n}\left(\mu_{t}-X_{t}\right) \leq \lambda^{q-1} \sum_{t=1}^{n} B_{t}^{q}+\frac{\log \frac{1}{\delta}}{\lambda}
$$

Proof We start by noticing that, for any $\lambda>0$, we have

$$
\mathbb{E}_{t}\left[e^{-\lambda X_{t}}\right] \leq \mathbb{E}_{t}\left[1-\lambda X_{t}+\lambda^{q} X_{t}^{q}\right] \leq e^{-\lambda \mu_{t}+\lambda^{q} B_{t}^{q}}
$$

where we have used the inequality $e^{y} \leq 1+y+y^{q}$ that holds for all $y \leq 0$. Using this repeatedly gives

$$
\mathbb{E}\left[e^{\lambda \sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda^{q} B_{t}^{q}\right)}\right] \leq 1,
$$

and thus an application of Markov's inequality yields

$$
\mathbb{P}\left[\sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda^{q-1} B_{t}^{q}\right) \geq \varepsilon\right]=\mathbb{P}\left[e^{\lambda \sum_{t=1}^{n}\left(\mu_{t}-X_{t}-\lambda^{q-1} B_{t}^{q}\right)} \geq e^{\lambda \varepsilon}\right] \leq e^{-\lambda \varepsilon} .
$$

Thus, setting $\varepsilon=\log (1 / \delta) / \lambda$ and reordering the terms proves the statement.

## B.2. Strong-convexity / smoothness duality

Lemma 29 Let $f, f^{\prime} \in \mathbb{R}^{\mathcal{W}}$ and let $P \in \partial h^{*}(f)$ and $P^{\prime} \in \partial h^{*}\left(f^{\prime}\right)$. Suppose that $h$ is $\alpha$-strongly convex with respect to $\|\cdot\|$. Then, $\Phi$ satisfies

$$
\mathcal{B}_{\Phi}(f \| g) \leq \frac{1}{\alpha}\left\|f-f^{\prime}\right\|_{*}^{2}
$$

Proof Let $s_{P} \in \partial h(P)$ and $s_{P^{\prime}} \in \partial h\left(P^{\prime}\right)$. Then, by first-order optimality of $P$ and $P^{\prime}$, we have

$$
\begin{aligned}
\left\langle s_{P}-f, P-P^{\prime}\right\rangle & \leq 0 \\
\left\langle s_{P^{\prime}}-f^{\prime}, P^{\prime}-P\right\rangle & \leq 0
\end{aligned}
$$

Summing the two inequalities, we get

$$
\left\langle s_{P^{\prime}}-s_{P}, P-P^{\prime}\right\rangle \leq\left\langle P^{\prime}-P, f^{\prime}-f\right\rangle
$$

Now, using the strong convexity of $h$, we get

$$
\begin{aligned}
& h(P) \geq h\left(P^{\prime}\right)+\left\langle s_{P^{\prime}}, P-P^{\prime}\right\rangle+\frac{\alpha}{2}\left\|P-P^{\prime}\right\|^{2} \\
& h\left(P^{\prime}\right) \geq h(P)+\left\langle s_{P}, P^{\prime}-P\right\rangle+\frac{\alpha}{2}\left\|P-P^{\prime}\right\|^{2}
\end{aligned}
$$

Summing these two inequalities then gives

$$
\alpha\left\|P-P^{\prime}\right\|^{2} \leq\left\langle s_{P}-s_{P^{\prime}}, P-P^{\prime}\right\rangle
$$

Combining both inequalities above, we obtain

$$
\alpha\left\|P^{\prime}-P\right\|^{2} \leq\left\langle P-P^{\prime}, f-f^{\prime}\right\rangle \leq\left\|P-P^{\prime}\right\|\left\|f-f^{\prime}\right\|_{*},
$$

and reordering yields

$$
\begin{equation*}
\left\|P-P^{\prime}\right\| \leq \frac{1}{\alpha}\left\|f-f^{\prime}\right\|_{*} \tag{5}
\end{equation*}
$$

By the mean value theorem, there exists an $f_{\lambda}=\lambda f+(1-\lambda) f^{\prime}$ with $\lambda \in[0,1]$ such that $P_{\lambda} \in \partial \Phi\left(f_{\lambda}\right)$ and

$$
\begin{aligned}
h^{*}(f) & =h^{*}\left(f^{\prime}\right)+\left\langle P_{\lambda}, f-f^{\prime}\right\rangle \\
& =h^{*}\left(f^{\prime}\right)+\left\langle P^{\prime}, f-f^{\prime}\right\rangle+\left\langle P_{\lambda}-P^{\prime}, f-f^{\prime}\right\rangle \\
& \leq \Phi\left(f^{\prime}\right)+\left\langle P^{\prime}, f-f^{\prime}\right\rangle+\frac{1}{\alpha}\left\|f_{\lambda}-f^{\prime}\right\|_{*}\left\|f-f^{\prime}\right\|_{*} \quad \text { (by Equation (5)) } \\
& =\Phi\left(f^{\prime}\right)+\left\langle P^{\prime}, f-f^{\prime}\right\rangle+\frac{\lambda}{\alpha}\left\|f-f^{\prime}\right\|_{*}^{2} \\
& \leq \Phi\left(f^{\prime}\right)+\left\langle P^{\prime}, f-f^{\prime}\right\rangle+\frac{1}{\alpha}\left\|f-f^{\prime}\right\|_{*}^{2}
\end{aligned}
$$

The proof is completed by recalling that $P^{\prime} \in \partial h^{*}\left(f^{\prime}\right)$ and the definition of the Bregman divergence, and reordering the terms.

## B.3. The proof of Lemma 14

For clarity, we start by formalizing the notion of directional derivatives of $f$ via the following recursive definition. We let $B_{1}$ denote the Euclidean unit ball $B_{1}=\left\{v \in \mathbb{R}^{d}:\|v\|_{2}=1\right\}$, and define $D^{0} f=f$ and for each subsequent $j>0$, we define $D^{j} f: \mathcal{W} \times B_{1}^{j}$ as

$$
D^{j} f\left(w \mid v_{1}, v_{2}, \ldots, v_{j}\right)=\lim _{c \rightarrow 0} \frac{D^{j-1} f\left(w+c v_{j} \mid v_{1}, v_{2}, \ldots, v_{j-1}\right)-D^{j-1} f\left(w \mid v_{1}, v_{2}, \ldots, v_{j-1}\right)}{c}
$$

Notice that $D^{j}$ is linear in $f$.
The proof of the lemma itself is based on the following successive smoothing argument: we begin by smoothing the original function $f$ using the conjugate of the smoothing operator $G_{\sigma}^{*}$, then smoothing out the residual $f-G_{\sigma}^{*} f$ and continue indefinitely. As we show, the residuals decay rapidly at a rate determined by the higher-order derivatives of the original function $f$. To make this argument precise, we let $f_{0}=f$ and recursively define $f_{j+1}=f_{j}-G_{\sigma}^{*} f_{j}$, so that we can write

$$
\begin{aligned}
\left\langle P-P^{\prime}, f\right\rangle & =\left\langle P-P^{\prime}, G_{\sigma}^{*} f\right\rangle+\left\langle P-P^{\prime}, f-G_{\sigma}^{*} f\right\rangle=\left\langle G_{\sigma}\left(P-P^{\prime}\right), f_{0}\right\rangle+\left\langle P-P^{\prime}, f_{1}\right\rangle \\
& =\left\langle G_{\sigma}\left(P-P^{\prime}\right), f_{0}\right\rangle+\left\langle P-P^{\prime}, G_{\sigma}^{*} f_{1}\right\rangle+\left\langle P-P^{\prime}, f_{1}-G_{\sigma}^{*} f_{1}\right\rangle \\
& =\left\langle G_{\sigma}\left(P-P^{\prime}\right), f_{0}\right\rangle+\left\langle G_{\sigma}\left(P-P^{\prime}\right), f_{1}\right\rangle+\left\langle P-P^{\prime}, f_{2}\right\rangle+\ldots \\
& =\sum_{j=0}^{\infty}\left\langle G_{\sigma}\left(P-P^{\prime}\right), f_{j}\right\rangle \leq\left\|P-P^{\prime}\right\|_{\sigma} \sum_{j=0}^{\infty}\left\|f_{j}\right\|_{\infty}
\end{aligned}
$$

where the last step follows from Hölder's inequality. This shows that the dual norm is indeed upper bounded as follows:

$$
\|f\|_{\sigma, *}=\sup _{\left\|P-P^{\prime}\right\|_{\sigma} \leq 1}\left\langle P-P^{\prime}, f\right\rangle \leq \sum_{j=0}^{\infty}\left\|f_{j}\right\|_{\infty}
$$

It remains to relate $\left\|f_{j}\right\|_{\infty}$ to the derivatives of the original function $f$. To this end, let $\xi$ denote a Gaussian vector distributed as $\mathcal{N}\left(0, \sigma^{2} I\right)$, and note that for all $j$, we have

$$
\begin{aligned}
\left\|f_{j}\right\|_{\infty} & =\sup _{w}\left|f_{j-1}(w)-\mathbb{E}\left[f_{j-1}(w+\xi)\right]\right| \\
& \leq \sup _{w} \mathbb{E}\left[\|\xi\|_{2} \cdot\left|\frac{f_{j-1}(w)-f_{j-1}(w+\xi)}{\|\xi\|_{2}}\right|\right] \\
& \leq \mathbb{E}\left[\|\xi\|_{2}\right] \sup _{w} \sup _{v_{1} \in B_{1}}\left|D^{1} f_{j-1}\left(w \mid v_{1}\right)\right| \\
& \leq(\sigma \sqrt{d}) \sup _{w} \sup _{v_{1} \in B_{1}}\left|\mathbb{E}\left[D^{1} f_{j-2}\left(w \mid v_{1}\right)-D^{1} f_{j-2}\left(w+\xi \mid v_{1}\right)\right]\right| \\
& \leq(\sigma \sqrt{d}) \sup _{w} \sup _{v_{1} \in B_{1}} \mathbb{E}\left[\|\xi\|_{2} \cdot\left|\frac{D^{1} f_{j-2}\left(w \mid v_{1}\right)-D^{1} f_{j-2}\left(w+\xi \mid v_{1}\right)}{\|\xi\|_{2}}\right|\right] \\
& \leq(\sigma \sqrt{d}) \mathbb{E}\left[\|\xi\|_{2}\right] \sup _{w} \sup _{v_{1}, v_{2} \in B_{1}}\left|D^{2} f_{j-2}\left(w \mid v_{1}, v_{2}\right)\right| \\
& \leq \cdots \leq(\sigma \sqrt{d})^{j} \sup _{w} \sup _{v_{1}, v_{2}, \ldots, v_{j} \in B_{1}}\left|D^{j} f\left(w \mid v_{1}, v_{2}, \ldots, v_{j}\right)\right| \leq(\sigma \sqrt{d})^{j} \beta_{j} .
\end{aligned}
$$

Here, we have used the bound $\mathbb{E}\left[\|\xi\|_{2}\right] \leq \sigma \sqrt{d}$ several times. Putting this together with the previous bound proves the claim.

## B.4. Wasserstein distance and smoothed relative entropy

This section provides some results supporting the claims made in Section 3.2.4. We first give a precise definition for the Wasserstein distance between two distributions $P, P^{\prime} \in \Delta_{\mathcal{W}}$. For the sake of concreteness, we only give the defintion for the distance metric given by the Euclidean distance on $\mathbb{R}^{d}$, and refer the reader to the book of Villani (2003) for a more general treatment. Letting $\Pi\left(P, P^{\prime}\right)$ denote the set of joint distributions on $\mathcal{W} \times \mathcal{W}$ with marginals $P$ and $P^{\prime}$, the squared Wasserstein-2 distance between $P$ and $P^{\prime}$ is defined as

$$
\mathbb{W}_{2}\left(P, P^{\prime}\right)=\inf _{\pi \in \Pi\left(P, P^{\prime}\right)} \int_{\mathcal{W} \times \mathcal{W}}\left\|w-w^{\prime}\right\|_{2}^{2} \mathrm{~d} \pi\left(w, w^{\prime}\right)
$$

The following lemma (whose proof is largely based on the proof of Lemma 4 of Neu et al., 2021) provides a bound on the smoothed relative entropy in terms of the squared Wasserstein- 2 distance:

Lemma 30 Let $W$ and $W^{\prime}$ be two random variables on $\mathbb{R}^{d}$ with respective laws $P$ and $P^{\prime}$. For any $\sigma>0$, the smoothed relative entropy between $P$ and $P^{\prime}$ is bounded as

$$
\mathcal{D}_{\gamma}\left(P \| P^{\prime}\right) \leq \frac{1}{2 \sigma^{2}} \mathbb{E}\left[\left\|W-W^{\prime}\right\|_{2}^{2}\right]
$$

Proof Let us consider a fixed coupling $\pi \in \Pi\left(P, P^{\prime}\right)$ and observe that the smoothed distributions $G_{\sigma} P$ and $G_{\sigma} P^{\prime}$ can be respectively written as

$$
G_{\sigma} P=\int_{\mathcal{W} \times \mathcal{W}} \mathcal{N}\left(w, \sigma^{2} I\right) \mathrm{d} \pi\left(w, w^{\prime}\right) \quad \text { and } \quad G_{\sigma} P^{\prime}=\int_{\mathcal{W} \times \mathcal{W}} \mathcal{N}\left(w^{\prime}, \sigma^{2} I\right) \mathrm{d} \pi\left(w, w^{\prime}\right)
$$

Using this observation, we can write

$$
\begin{aligned}
\mathcal{D}_{\gamma}\left(P \| P^{\prime}\right) & =\mathcal{D}\left(\int_{\mathcal{W} \times \mathcal{W}} \mathcal{N}\left(w, \sigma^{2} I\right) \mathrm{d} \pi\left(w, w^{\prime}\right) \|_{\mathcal{W} \times \mathcal{W}} \mathcal{N}\left(w^{\prime}, \sigma^{2} I\right) \mathrm{d} \pi\left(w, w^{\prime}\right)\right) \\
& \leq \int_{\mathcal{W} \times \mathcal{W}} \mathcal{D}\left(\mathcal{N}\left(w, \sigma^{2} I\right) \| \mathcal{N}\left(w^{\prime}, \sigma^{2} I\right)\right) \mathrm{d} \pi\left(w, w^{\prime}\right) \\
& =\frac{1}{2 \sigma^{2}} \int_{\mathcal{W} \times \mathcal{W}}\left\|W-W^{\prime}\right\|_{2}^{2} \mathrm{~d} \pi\left(w, w^{\prime}\right)
\end{aligned}
$$

where the second line uses Jensen's inequality and the joint convexity of $\mathcal{D}(\cdot \| \cdot)$ in its arguments, and the last line follows from noticing that $\mathcal{D}(\mathcal{N}(x, \Sigma) \| \mathcal{N}(y, \Sigma))=\frac{1}{2}\|x-y\|_{\Sigma^{-1}}^{2}$ for any $x, y$ and any symmetric positive definite covariance matrix $\Sigma$. The result then follows from taking the infimum with respect to $\pi$ on the right-hand side.

