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Abstract
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1 Introduction
Many e�orts have been made to analyze various notions of algorithmic stability and prove
that a broad spectrum of learning algorithms are stable in some sense. Intuitively, a learn-
ing algorithm is said to be stable if slight perturbations in the training data result in small
changes in the output of the algorithm, and these changes vanish as the data set grows
bigger and bigger [Bonnans and Shapiro, 2013]. For example, Devroye and Wagner [1979],
Lugosi and Pawlak [1994], and Zhang [2003] showed that several non-parametric learning
algorithms are stable; Bousquet and Elissee� [2002] proved that `2 regularized learning
algorithms are uniformly stable; Wibisono et al. [2009] generalized Bousquet and Elisse-
e�’s results and proved that regularized learning algorithms with strongly convex penalty
functions on bounded domains, e.g., `p regularized learning algorithms for 1 < p ≤ 2,
are also uniformly stable; Hardt et al. [2015] showed that parametric models trained by
stochastic gradient descent algorithms are uniformly stable; and Liu et al. [2017] proved
that tasks in multi-task learning can act as regularizers and that multi-task learning in a
very general se�ing will therefore be uniformly stable under mild assumptions.

�e notion of algorithmic stability has been an important tool in deriving theoreti-
cal guarantees of the generalization abilities of learning algorithms. Various notions of
stability have been introduced and have been exploited to derive generalization bounds.
For some examples, Mukherjee et al. [2006] proved that a statistical form of leave-one-
out stability is a su�cient and necessary condition for the generalization and learnability
of empirical risk minimization learning algorithms; Shalev-Shwartz et al. [2010] de�ned
a weaker notion, the so-called “on-average-replace-one-example stability”, and showed
that this condition is both su�cient and necessary for the generalization and learnability
of a general learning se�ing.

In this paper we study learning algorithms that select a hypothesis (i.e., a function
used for prediction) from a certain �xed class of functions belonging to a separable Ba-
nach space. We introduce a notion of hypothesis stability which measures the impact of
changing a single training example on the hypothesis selected by the learning algorithm.
�is notion of stability is stronger than uniform algorithmic stability of Bousquet and
Elissee� [2002] that is only concerned about the change in the loss but not the hypoth-
esis itself. However, as we will show, the new notion is still quite natural and holds for
a variety of learning algorithms. On the other hand, it allows one to exploit martingale
inequalities Boucheron et al. [2013] in the Banach space of the hypotheses. Indeed, the
performance bounds we derive for stable algorithms depend on characteristics related to
the martingale type of the Banach space.

Generalization bounds typically depend on the complexity of a class of hypotheses that
can be chosen by the learning algorithm. Exploiting the local estimates of the complexity
of the prede�ned hypothesis class is a promising way to obtain sharp bounds. Building on
martingale inequalities in the Banach space of the hypotheses, we de�ne a subset of the
prede�ned hypothesis class, whose elements will (or will have a high probability to) be
output by a learning algorithm, as the algorithmic hypothesis class, and study the complex-
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ity of the algorithmic hypothesis class of hypothesis-stable learning algorithms. We show
that, if the hypotheses belong to a Hilbert space, the upper bound of the Rademacher com-
plexity of the algorithmic hypothesis class will converge at a fast rate of order O(1/n),
where n is the sample size.

�e rest of the paper is organized as follows. Section 2 introduces the mathematical
framework and the proposed notion of algorithmic stability. Section 3 presents the main
results of this study, namely the generalization bounds in terms of hypothesis stability.
Section 4 specializes the results to some learning algorithms, including empirical risk
minimization and stochastic gradient descent. Section 5 concludes the paper.

2 Algorithmic Stability and Hypothesis Class
We consider the classical statistical learning problem, where the value of a real random
variable Y is to be predicted based on the observation of an another random variable X .
Let S be a training sample of n i.i.d. pairs of random variables Z1 = (X1, Y1), . . . , Zn =
(Xn, Yn) drawn from a �xed distribution P on a set Z = X ×Y , where X is the so-called
feature space. A learning algorithm A : S ∈ Zn 7→ hS ∈ H is a mapping from Zn to a
hypothesis class H that we assume to be a subset of a separable Banach space (B, ‖ · ‖).
We focus on linear prediction problems, that is, when h(x) is a linear functional of x. We
write h(x) = 〈h, x〉. In other words, we assume that the feature space X is the algebraic
dual of the Banach space B. We denote the norm in X by ‖ · ‖∗. �e output hS of the
learning algorithm is a hypothesis used for predicting the value for Y .

An important special case is when B is a Hilbert space. In that case we may assume
that X = B and 〈h, x〉 is the inner product in B.

�e quality of the predictions made by any hypothesis will be measured by a loss
function ` : B × Z → R+ (where R+ denotes the set of positive reals). Speci�cally,
`(h, Z) measures the loss of predicting an example Z using a hypothesis h.

�e risk of h ∈ H is de�ned by

R(h) = E`(h, Z) ;

while the empirical risk is

RS(h) =
1

n

n∑
i=1

`(h, Zi) .

For the output hS of a learning algorithm A, the generalization error is de�ned as

R(hS)−RS(hS) . (1)

�e notion of algorithmic stability was proposed to measure the changes of outputs
of a learning algorithm when the input is changed. In this paper, we assume that the
learning algorithm is symmetric, that is, invariant to permutations of the examples in
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the training sample. Various ways have been introduced to measure algorithmic sta-
bility. Here we recall the notion of uniform stability de�ned by Bousquet and Elisse-
e� [2002] for comparison purposes. �is notion of stability relies on the altered sample
Si = {Z1, . . . , Zi−1, Z

′
i, Zi+1, . . . , Zn}, the sample S with the i-th example being replaced

by an independent copy of Zi.

De�nition 1 (Uniform Stability). A learning algorithm A is β(n)-uniformly stable with
respect to the loss function ` if for all i ∈ {1, . . . , n},

|`(hS, Z)− `(hSi , Z)| ≤ β(n) ,

with probability one, where β(n) ∈ R+.

We propose the following, similar, notion that “acts” on the hypotheses directly, as
opposed to the losses.

De�nition 2 (Uniform Hypothesis Stability). A learning algorithm A is α(n)-uniformly
hypothesis stable if for all i ∈ {1, . . . , n},

‖hS − hSi‖ ≤ α(n) .

with probability one, where α(n) ∈ R+.

�e two notions of stability are closely related. Indeed, since

‖hS − hSi‖ = sup
x∈X :‖x‖∗≤1

(〈hS, x〉 − 〈hSi , x〉) ,

if the loss function is Lipschitz in the sense that |`(h, z)− `(h′, z)| ≤ L |〈h, x〉 − 〈h′, x〉|
for all z ∈ Z and h, h′ ∈ H and ‖X‖∗ is bounded by some B > 0 with probability one,
then an α(n)-uniformly hypothesis stable learning algorithm is uniformly stable with
β(n) = LBα(n). However, the reverse implication need not necessarily hold and hence
uniform hypothesis stability is a stronger notion.

�e relationship between hypothesis stability and generalization performance hinges
on a property of the Banach space B that is closely related to the martingale type of the
space—see Pisier [2011] for a comprehensive account. For concreteness we assume that
the Banach space B is (2, D)-smooth (or of martingale type 2) for some D > 0. �is
means that for all h, h′ ∈ B,

‖h+ h′‖2 + ‖h− h′‖2 ≤ 2‖h‖2 + 2D2‖h′‖2 .

Note that Hilbert spaces are (2, 1)-smooth. �e property we need is described in the
following result of [Pinelis, 1994]:
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Proposition 1. LetD1, . . . , Dn be a martingale di�erence sequence taking values in a sep-
arable (2, D)-smooth Banach space B. �en for any ε > 0,

P

(
sup
n≥1

∥∥∥∥∥
n∑
t=1

Dt

∥∥∥∥∥ ≥ cε

)
≤ 2 exp

(
− ε2

2D2

)
,

where c is a constant satisfying that
∑∞

t=1 ‖Dt‖2
∞ ≤ c2 (and ‖Dt‖∞ is the essential supre-

mum of the random variable ‖Dt‖).

Our arguments extend, in a straightforward manner, to more general Banach spaces
whenever exponential tail inequalities for bounded martingale sequences similar to Propo-
sition 1 are available. We stay with the assumption of (2, D)-smoothness for convenience
and because it applies to the perhaps most important special case when B is a Hilbert
space. We refer to Rakhlin and Sridharan [2015] for more information of martingale in-
equalities of this kind.

A key property of stable algorithms, implied by the martingale inequality, is that the
hypothesis hS output by the algorithm is concentrated—in the Banach space B—around
its expectation EhS . �is is established in the next simple lemma.

Lemma 1. Let the Banach space B be (2, D)-smooth. If a learning algorithm A is α(n)-
uniformly hypothesis stable, then, for any δ > 0,

P
(
‖hS − EhS‖ ≤ Dα(n)

√
2n log(2/δ)

)
≥ 1− δ .

Proof. Introduce the martingale di�erences

Dt = E(hS|Z1, . . . , Zt)− E(hS|Z1, . . . , Zt−1)

so that

hS − EhS =
n∑
t=1

Dt .

We have
∞∑
t=1

‖Dt‖2
∞

=
n∑
t=1

‖E(hS|Z1, . . . , Zt)− E(hS|Z1, . . . , Zt−1)‖2
∞

=
n∑
t=1

‖E(hS − hSt |Z1, . . . , Zt)‖2
∞

≤
n∑
t=1

(E(‖(hS − hSt‖∞|Z1, . . . , Zt))
2

≤ nα(n)2 .
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�us, by Proposition 1, we have

P
(
‖hS − EShS‖ ≥ α(n)D

√
2n log(2/δ)

)
≤ δ

for δ = 2 exp
(
− ε2

2D2

)
.

3 Algorithmic Rademacher Complexity and General-
ization Bound

�e concentration result of Lemma 1 justi�es the following de�nition of the “algorithmic
hypothesis class”: since with high probability hS concentrates around its expectationEhS ,
what ma�ers in the generalization performance of the algorithm is the complexity of the
ball centered at EhS and not that of the entire hypothesis class H . �is observation may
lead to signi�cantly improved performance guarantees.

De�nition 3 (Algorithmic Hypothesis Class). For a sample sizen and con�dence parameter
δ > 0, let r = r(n, δ) = Dα(n)

√
2n log(2/δ) and de�ne the algorithmic hypothesis class

of a stable learning algorithm by

Br = {h ∈ H| ‖h− EhS‖ ≤ r(n, δ)} .

Note that, by Lemma 1, hS ∈ Br with probability at least 1− δ.
We bound the generalization error (1) in terms of the Rademacher complexity Bartle�

and Mendelson [2003] of the algorithmic hypothesis class. �e Rademacher complexity
of a hypothesis class H on the feature space X is de�ned as

R(H) = E sup
h∈H

1

n

n∑
i=1

σi〈h,Xi〉 ,

whereσ1, . . . , σn are i.i.d. Rademacher variables that are uniformly distributed in {−1,+1}.
�e next theorem shows how the Rademacher complexity of the algorithmic hypoth-

esis class can be bounded. �e bound depends on the type of the feature space X . Recall
that the Banach space (X , ‖ · ‖∗) is of type p ≥ 1 if there exists a constant Cp such that
for all x1, . . . , xn ∈ X ,

E

∥∥∥∥∥
n∑
i=1

σixi

∥∥∥∥∥
∗

≤ Cp

(
n∑
i=1

‖xi‖p∗

)1/p

.

In the important special case whenX is a Hilbert space, the space is of type 2 with constant
C2 = 1.
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�eorem 1. Assume thatB is a (2, D)-smooth Banach space and that its dual X is of type
p. Suppose that the marginal distribution of theXi is such that ‖Xi‖∗ ≤ B with probability
one, for some B > 0. If a learning algorithm is α(n)-uniformly hypothesis stable, then the
Rademacher complexity of the algorithmic hypothesis class Br on the feature space satis�es

R(Br) ≤ DCpB
√

2 log(2/δ)α(n)n−1/2+1/p .

In particular, whenB is a Hilbert space, the bound simpli�es to

R(Br) ≤ B
√

2 log(2/δ)α(n) .

Proof. We have

R(Br)

= E sup
h∈Br

1

n

n∑
i=1

σi〈h,Xi〉

= E sup
h∈Br

1

n

n∑
i=1

(σi〈h,Xi〉

−σiE〈hS, Xi〉+ σiE〈hS, Xi〉)

= E sup
h∈Br

1

n

n∑
i=1

σi(〈h,Xi〉 − E〈hS, Xi〉)

= E sup
h∈Br

1

n

n∑
i=1

σi 〈h− EhS, Xi〉

≤ E sup
h∈Br

1

n
‖h− EhS‖

∥∥∥∥∥
n∑
i=1

σiXi

∥∥∥∥∥
∗

≤ r

n
E

∥∥∥∥∥
n∑
i=1

σiXi

∥∥∥∥∥
∗

≤ 1

n
α(n)D

√
2n log(2/δ)Cp

(
n∑
i=1

‖Xi‖p∗

)1/p

≤ DCpB
√

2 log(2/δ)α(n)n−1/2+1/p ,

concluding the proof.

�e theorem above may be easily used to bound the performance of anα(n)-uniformly
hypothesis stable learning algorithm. For simplicity, we state the result for Hilbert spaces
only. �e extension to (2, D)-smooth Banach spaces with a type-p dual is straightforward.
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Corollary 1. Assume that B is a separable Hilbert space. Suppose that the marginal dis-
tribution of the Xi is such that ‖Xi‖∗ ≤ B with probability one, for some B > 0 and that
the loss function is bounded and Lipschitz, that is, `(h, Z) ≤ M with probability one for
some M > 0 and |`(h, z)− `(h′, z)| ≤ L |〈h, x〉 − 〈h′, x〉| for all z ∈ Z and h, h′ ∈ H .
If a learning algorithm is α(n)-uniformly hypothesis stable, then its generalization error is
bounded as follows. With probability at least 1− 2δ,

R(hS)−RS(hS) ≤ 2LB
√

2 log(2/δ)α(n) +M

√
log(1/δ)

2n
.

Proof. Note �rst that, by Lemma 1, with probability at least 1− δ,

R(hS)−RS(hS) ≤ sup
h∈Br

(R(h)−RS(h)) .

On the other hand, by the boundedness of the loss function, and the bounded di�erences
inequality, with probability at least 1− δ,

sup
h∈Br

(R(h)−RS(h))

≤ E sup
h∈Br

(R(h)−RS(h)) +M

√
log(1/δ)

2n

≤ 2R(` ◦Br) +M

√
log(1/δ)

2n
,

where ` ◦H denotes the set of compositions of functions ` and h ∈ H . By the Lipschitz
property of the loss function and a standard contraction argument, we have [Ledoux and
Talagrand, 2013],

R(` ◦Br) ≤ L ·R(Br) ≤ LB
√

2 log(2/δ)α(n) .

Note that the order of magnitude ofα(n) of many stable algorithms is of orderO(1/n).
For the notion of uniform stability, such bounds appear in Lugosi and Pawlak [1994],
Bousquet and Elissee� [2002], Wibisono et al. [2009], Hardt et al. [2015], Liu et al. [2017].
As we will show in the examples below, many of these learning algorithms even have
uniform hypothesis stability of order O(1/n). In such cases the bound of Corollary 1 is
essentially equivalent of the earlier results cited above. �e bound is dominated by the
termM

√
log(1/δ)

2n
present by using the bounded di�erences inequality. Fluctuations of the

order ofO(n−1/2) are o�en inevitable, especially whenR(hS) is not typically small. When
small risk is reasonable to expect, one may use more advanced concentration inequalities
with second-moment information, at the price of replacing the generalization error by
the so-called “deformed” generalization error R(hS)− a

a−1
RS(hS) where a > 1. �e next

theorem derives such a bound, relying on techniques developed by Bartle� et al. [2005].
�is result improves essentially on earlier stability-based bounds.
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�eorem 2. Assume that B is a separable Hilbert space. Suppose that the marginal distri-
bution of the Xi is such that ‖Xi‖∗ ≤ B with probability one, for some B > 0 and that the
loss function is bounded and Lipschitz, that is, `(h, Z) ≤ M with probability one for some
M > 0 and |`(h, z)− `(h′, z)| ≤ L |〈h, x〉 − 〈h′, x〉| for all z ∈ Z and h, h′ ∈ H . Let
a > 1. If a learning algorithm is α(n)-uniformly hypothesis stable, then, with probability at
least 1− 2δ,

R(hS)− a

a− 1
RS(hS) ≤ 8LB

√
2 log(2/δ)α(n) +

(6a+ 8)M log(1/δ)

3n
.

�e proof of �eorem 2 relies on techniques developed by Bartle� et al. [2005]. In
particular, we make use of the following result.

Proposition 2. [Bartle� et al., 2005, �eorem 2.1]. Let F be a class of functions that map
X into [0,M ]. Assume that there is some ρ > 0 such that for every f ∈ F , var(f(X)) ≤ ρ.
�en, with probability at least 1− δ, we have

sup
f∈F

(
Ef(X)− 1

n

n∑
i=1

f(Xi)

)
≤

(
4R(F ) +

√
2ρ log(1/δ)

n
+

4M

3

log(1/δ)

n

)
.

To prove the theorem, we also need to introduce the following auxiliary lemma.
De�ne

Gr(Z) =

{
r

max{r,E`(h, Z)}
`(h, Z)|h ∈ Br

}
.

It is evident that Gr ⊆ {αh|h ∈ Br, α ∈ [0, 1]}. �e following lemma is proven in [Bartle�
et al., 2005].

Lemma 2. De�ne

Vr = sup
g∈Gr

(
Eg(Z)− 1

n

n∑
i=1

g(Zi)

)
.

For any r > 0 and a > 1, if Vr ≤ r/a then every h ∈ Br satis�es

E`(h, Z) ≤ a

a− 1

1

n

n∑
i=1

`(h, Zi) + Vr.

Now, we are ready to prove �eorem 2.

Proof of �eorem 2. First, we introduce an inequality to build the connection between al-
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gorithmic stability and hypothesis complexity. For any a > 1, we have

P
(
R(hS)− a

a− 1
RS(hS) ≥ r

)
= P(hS ∈ Br)P

(
R(hS)− a

a− 1
RS(hS) ≥ r|hS ∈ Br

)
+ P(hS 6∈ Br)P

(
R(hS)− a

a− 1
RS(hS) ≥ r|hS 6∈ Br

)
≤ P(hS ∈ Br)P

(
R(hS)− a

a− 1
RS(hS) ≥ r|hS ∈ Br

)
+ P(hS 6∈ Br)

≤ P
(
R(hS)− a

a− 1
RS(hS) ≥ r, hS ∈ Br

)
+ P(hS 6∈ Br)

≤ P
(

sup
h∈Br

(R(h)− a

a− 1
RS(h)) ≥ r

)
+ δ . (2)

�e last inequality holds because of Lemma 1.
Second, we are going to upper bound the term suph∈Br(R(h)− a

a−1
RS(h)) with high

probability. It is easy to check that for any g ∈ Gr, Eg(Z) ≤ r and g(Z) ∈ [0,M ]. �en

var(g(Z)) ≤ E(g(Z))2 ≤MEg(Z) ≤Mr.

Applying Proposition 2,

Vr ≤ 4R(Gr) +

√
2Mr log(1/δ)

n
+

4M

3

log(1/δ)

n
.

Let

4R(Gr) +

√
2Mr log(1/δ)

n
+

4M

3

log(1/δ)

n
=
r

a
.

We have

r ≤ 2Ma2 log(1/δ)

n
+ 8aR(Gr) +

4

3

2aM log(1/δ)

n
,

which means that there exists an r∗ ≤ 2Ma2 log(1/δ)
n

+ 8aR(Gr) + 4
3

2aM log(1/δ)
n

such that
Vr∗ ≤ r∗/a holds. According to Lemma 2, for any h ∈ Br, with probability at least 1− δ,
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we have

E`(h, Z) ≤ a

a− 1

1

n

n∑
i=1

`(h, Zi) + Vr∗

≤ a

a− 1

1

n

n∑
i=1

`(h, Zi) +
r∗

a

≤ a

a− 1

1

n

n∑
i=1

`(h, Zi) +
2Ma log(1/δ)

n
+ 8R(Gr) +

4

3

2M log(1/δ)

n
.

It is easy to verify that Gr ⊆ {αh|h ∈ Br, α ∈ [0, 1]} ⊆ convBr.
By elementary properties of the Rademacher complexity (see, e.g., Bartle� and Mendel-

son [2003]), H ′ ⊂ H implies R(H ′) ≤ R(H). �en, with probability at least 1 − δ, we
have

sup
h∈Br

(
E`(h,X)− a

a− 1

1

n

n∑
i=1

`(h,Xi)

)

≤ 2Ma log(1/δ)

n
+ 8R(` ◦Br) +

4

3

2M log(1/δ)

n
.

�e proof of �eorem 2 is complete by combining the above inequality with �eorem
1 and inequality (2).

In the next section, we specialize the above results to some learning algorithms by
proving their uniform hypothesis stability.

4 Applications
Various learning algorithms have been proved to possess some kind of stability. We refer
the reader to Devroye and Wagner [1979], Lugosi and Pawlak [1994], Bousquet and Elis-
see� [2002], Zhang [2003], Wibisono et al. [2009], Hardt et al. [2015], Liu et al. [2017] for
such examples, including stochastic gradient descent methods, empirical risk minimiza-
tion, and non-parametric learning algorithms such as k-nearest neighbor rules and kernel
regression.

4.1 Empirical Risk Minimization
Regularized empirical risk minimization has been known to be uniformly stable [Bousquet
and Elissee�, 2002]. Here we consider regularized empirical risk minimization (RERM)
algorithms of the following form. �e empirical risk (or the objective function) of RERM
is formulated as

RS,λ(h) =
1

n

n∑
i=1

`(h,Xi) + λN(h),
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where N : h ∈ H 7→ N(h) ∈ R+ is a convex function. Its corresponding expected
counterpart is de�ned as

Rλ(h) = E`(h,X) + λN(h).

Bousquet and Elissee� [2002] proved that `2-regularized learning algorithms are β(n)-
uniformly stable. Wibisono et al. [2009] extended the result and studied a su�cient con-
dition of the penalty term N(h) to ensure uniform β(n)-stability. As we now show, both
of their proof methods are applicable to the analysis of uniform hypothesis stability.

By exploiting their results, we show that stable RERM algorithms have strong gener-
alization properties.

�eorem 3. Assume that B is a separable Hilbert space. Suppose that the marginal distri-
bution of the Xi is such that ‖Xi‖∗ ≤ B with probability one, for some B > 0 and that the
loss function is convex in h, bounded byM and L-Lipschitz. Suppose that for some constants
C and ξ > 1, the penalty function N(h) satis�es

N(hS) +N(hSi)− 2N

(
hS + hSi

2

)
≥ C‖hS − hSi‖ξ. (3)

�en, for any δ > 0, and a > 1, if hS is the output of RERM, with probability at least 1− 2δ,
we have

R(hS)− a

a− 1
RS(hS) ≤ 8LB

(
LB

Cλn

) 1
ξ−1 √

2 log(2/δ) +
(6a+ 8)M log(1/δ)

3n
.

Speci�cally, when N(h) = ‖h‖2, (3) holds with ξ = 2 and C = 1
2

(
M
λ

) 1
2 .

Proof. �e proof of �eorem 3 relies on the following result implied by Wibisono et al.
[2009].

Proposition 3. Assume the conditions of �eorem 3. �en the RERM learning algorithm is
β(n)-uniformly stable with

β(n) =

(
kξLξ

Cλn

) 1
ξ−1

,

and is α(n)-uniformly hypothesis stable with

α(n) =

(
kL

Cλn

) 1
ξ−1

.

Speci�cally, when N(h) = ‖h‖pp and 1 < p ≤ 2, the condition 3 on the penalty function

holds with ξ = 2 and C = 1
4
p(p − 1)

(
M
λ

) p−1
p , where ‖h‖pp =

∑
r |hr|p and r is the index

for the dimensionality.

�eorem 3 follows by combining �eorem 2 and Proposition 3.
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4.2 Stochastic Gradient Descent
Stochastic gradient descent (SGD) is one of the most widely used optimization methods
in machine learning. Hardt et al. [2015] showed that parametric models trained by SGD
methods are uniformly stable. �eir results apply to both convex and non-convex learning
problems and provide insights for why SGD performs well in practice, in particular, for
deep learning algorithms.

�eir results are based on the assumptions that the loss function employed is both
Lipschitz and smooth. In order to avoid technicalities of de�ning derivatives in general
Hilbert spaces, in this section we assume that B = X = Rd, the d-dimensional Euclidean
space.

De�nition 4. A di�erentiable loss function `(h, ·) is s-smooth if for all h, h′ ∈ H , we have

‖∇h`(h, ·)−∇h′`(h
′, ·)‖ ≤ s‖h− h′‖,

where∇xf(x) denotes the derivative of f(x) with respect to x and s > 0.

De�nition 5. A di�erentiable loss function `(h, ·) is γ-strongly convex with respect to ‖ · ‖
if for all h, h′ ∈ H , we have

(∇h`(h, ·)−∇h′`(h
′, ·))T (h− h′) ≥ γ‖h− h′‖2,

where γ > 0.

�eorem 4. Let the stochastic gradient update rule be given by ht+1 = ht−αt∇h`(ht, Xit),
where αt > 0 is the learning rate and it is the index for choosing one example for the t-th
update. Let hT and hiT denote the outputs of SGD run on sample S and Si, respectively.
Assume that ‖X‖∗ ≤ B with probability one. Suppose that the loss function is L-Lipschitz,
s-smooth, and upper bounded by M . Let SGD is run with a monotonically non-increasing
step size αt ≤ c/t, where c is a universal constant, for T steps. �en, for any δ > 0 and
a > 1, with probability at least 1− 2δ, we have

R(hT )− a

a− 1
RS(hT )

≤ 8BL
1 + 1/sc

n− 1
(2cBL)

1
sc+1T

sc
sc+1

√
2 log(2/δ) +

(6a+ 8)M log(1/δ)

3n
.

When the loss function ` is convex, L-admissible, s-smooth, and upper bounded byM , sup-
pose that SGD is run with step sizes αt ≤ 2/s for T steps. �en, for any δ > 0 and a > 1,
with probability at least 1− 2δ,

R(hT )− a

a− 1
RS(hT ) ≤ 16B2L2

n

T∑
t=1

αt
√

2 log(2/δ) +
(6a+ 8)M log(1/δ)

3n
.

Moreover, when the loss function ` is γ-strongly convex, s-smooth, and upper bounded by
M , let the stochastic gradient update be given by ht+1 = ΠΩ(ht−αt∇h`(ht, Xit)), where Ω

13



is a compact, convex set over which we wish to optimize and ΠΩ(·) is a projection such that
ΠΩ(f) = arg minh∈H ‖h− f‖. If the loss function is further L-Lipschitz over the set Ω and
the projected SGD is run with a constant step size α ≤ 1/s for T steps. �en, for any δ > 0
and a > 1, with probability at least 1− 2δ, the projected SGD satis�es that

R(hT )− a

a− 1
RS(hT ) ≤ 16DB2L2

γn

√
2 log(2/δ) +

(6a+ 8)M log(1/δ)

3n
.

Note that the `2 regularized convex loss function can be regarded as a strongly convex
loss function. Bousquet and Elissee� [2002] studied the stability of batch methods. When
the loss function is strongly convex, the stability of SGD is consistent with the result in
[Bousquet and Elissee�, 2002].

�eorem 4 implies that SGD generalizes well with an early stop. �is partially explains
why deep learning algorithms employing SGD with a certain small number of iterations
perform well. However, early stopped SGD may have a large empirical risk RS(hT ).

�e proof of �eorem 4 follows immediately from �eorem 2, combined with the fol-
lowing result implied by Hardt et al. [2015] (which is a collection of the results of �eorems
3.8, 3.9, and 3.12 therein).

Proposition 4. Let the stochastic gradient update be given by ht+1 = ht−αt∇h`(ht, Zit),
where αt > 0 is the learning rate and it is the index for choosing one example for the t-th
update. Let hT and hiT denote the outputs of SGD running on sample S and Si respectively.
When the loss function is L-Lipschitz and s-smooth, suppose that SGD is run with mono-
tonically non-increasing step size αt ≤ c/t, where c is a universal constant, for T steps.
�en,

‖hT − hiT‖ ≤
1 + 1/sc

n− 1
(2cBL)

1
sc+1T

sc
sc+1 .

When the loss function ` is convex, L-Lipschitz, and s-smooth, suppose that SGD is run with
step sizes αt ≤ 2/s for T steps. �en,

‖hT − hiT‖ ≤
2BL

n

T∑
t=1

αt.

Moreover, when the loss function ` is γ-strongly convex and s-smooth, let the stochastic gradi-
ent update be given byht+1 = ΠΩ(ht−αt∇h`(ht, Zit)), whereΩ is a compact, convex set over
which we wish to optimize andΠΩ(·) is a projection such thatΠΩ(f) = arg minh∈H ‖h−f‖.
If the loss function is L-Lipschitz over the set Ω and the projected SGD is run with constant
step size α ≤ 1/s for T steps. �en, �e projected SGD satis�es algorithmic hypothesis
stability with

‖hT − hiT‖ ≤
2BL

γn
.
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5 Conlusion
We introduced the concepts of uniform hypothesis stability and algorithmic hypothesis
class, de�ned as the class of hypotheses that are likely to be output by the learning al-
gorithm. We proposed a general probabilistic framework to exploit local estimates for
the complexity of hypothesis class to obtain fast convergence rates for stable learning al-
gorithms. Speci�cally, we de�ned the algorithmic hypothesis class by observing that the
output of stable learning algorithms concentrates around EhS . �e Rademacher complex-
ity de�ned on the algorithmic hypothesis class then converges at the same rate as that of
the uniform hypothesis stability in Hilbert space, which are of order O(1/n) for various
learning algorithms, such as empirical risk minimization and stochastic gradient descent.
We derived fast convergence rates of order O(1/n) for their deformed generalization er-
rors. Unlike previously published guarantees of similar �avor, our bounds hold with high
probability, rather than only in expectation.

Our study leaves some open problems and allows several possible extensions. First,
the algorithmic hypothesis class de�ned in this study depends mainly on the property of
learning algorithms but li�le on the data distribution. It would be interesting to investi-
gate a way to de�ne an algorithmic hypothesis class by considering both the algorithmic
property and the data distribution. Second, it would be interesting to explore if there are
some algorithmic properties other than stability that could result in a small algorithmic
hypothesis class.
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Stéphane Boucheron, Gábor Lugosi, and Pascal Massart. Concentration inequalities: A
nonasymptotic theory of independence. OUP Oxford, 2013.
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