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#### Abstract

Offline Reinforcement Learning (RL) aims to learn a near-optimal policy from a fixed dataset of transitions collected by another policy. This problem has attracted a lot of attention recently, but most existing methods with strong theoretical guarantees are restricted to finite-horizon or tabular settings. In constrast, few algorithms for infinite-horizon settings with function approximation and minimal assumptions on the dataset are both sample and computationally efficient. Another gap in the current literature is the lack of theoretical analysis for the average-reward setting, which is more challenging than the discounted setting. In this paper, we address both of these issues by proposing a primal-dual optimization method based on the linear programming formulation of RL. Our key contribution is a new reparametrization that allows us to derive low-variance gradient estimators that can be used in a stochastic optimization scheme using only samples from the behavior policy. Our method finds an $\varepsilon$-optimal policy with $O\left(\varepsilon^{-4}\right)$ samples, improving on the previous $O\left(\varepsilon^{-5}\right)$, while being computationally efficient for infinite-horizon discounted and average-reward MDPs with realizable linear function approximation and partial coverage. Moreover, to the best of our knowledge, this is the first theoretical result for average-reward offline RL.


## 1 Introduction

We study the setting of Offline Reinforcement Learning (RL), where the goal is to learn an $\varepsilon$-optimal policy without being able to interact with the environment, but only using a fixed dataset of transitions collected by a behavior policy. Learning from offline data proves to be useful especially when interacting with the environment can be costly or dangerous [16].
In this setting, the quality of the best policy learnable by any algorithm is constrained by the quality of the data, implying that finding an optimal policy without further assumptions on the data is not feasible. Therefore, many methods [23,33] make a uniform coverage assumption, requiring that the behavior policy explores sufficiently well the whole state-action space. However, recent work [17, 31] demonstrated that partial coverage of the state-action space is sufficient. In particular, this means that the behavior policy needs only to sufficiently explore the state-actions visited by the optimal policy.
Moreover, like its online counterpart, modern offline RL faces the problem of learning efficiently in environments with very large state spaces, where function approximation is necessary to compactly represent policies and value functions. Although function approximation, especially with neural

| Algorithm | Partial Coverage | Polynomial <br> Sample <br> Complexity | Polynomial Computational Complexity | Function <br> Approximation | Infinite Horizon |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Discounted | Average-Reward |
| FQI [23] | $x$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
| Rashidinejad et al. [31] | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ | $\checkmark$ | $x$ |
| Jin et al. [14] <br> Zanette et al. [38] | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ | $x$ |
| Uehara \& Sun [32] | $\checkmark$ | $\checkmark$ | $x$ | $\checkmark$ | $\checkmark$ | $x$ |
| Cheng et al. [9] | $\checkmark$ | $O\left(\varepsilon^{-5}\right)$ | superlinear | $\checkmark$ | $\checkmark$ | $x$ |
| Xie et al. [36] | $\checkmark$ | $O\left(\varepsilon^{-5}\right)$ | $O\left(n^{7 / 5}\right)$ | $\checkmark$ | $\checkmark$ | $x$ |
| Ours | $\checkmark$ | $O\left(\varepsilon^{-4}\right)$ | $O(n)$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

Table 1: Comparison of existing offline RL algorithms. The table is divided horizontally in two sections. The upper section qualitatively compares algorithms for easier settings, that is, methods for the tabular or finite-horizon settings or methods which require uniform coverage. The lower section focuses on the setting considered in this paper, that is computationally efficient methods for the infinite horizon setting with function approximation and partial coverage.
networks, is widely used in practice, its theoretical understanding in the context of decision-making is still rather limited, even when considering linear function approximation.

In fact, most existing sample complexity results for offline RL algorithms are limited either to the tabular and finite horizon setting, by the uniform coverage assumption, or by lack of computational efficiency - see the top section of Table 1 for a summary. Notable exceptions are the recent works of Xie et al. [36] and Cheng et al. [9] who provide computationally efficient methods for infinite-horizon discounted MDPs under realizable linear function approximation and partial coverage. Despite being some of the first implementable algorithms, their methods work only with discounted rewards, have superlinear computational complexity and find an $\varepsilon$-optimal policy with $O\left(\varepsilon^{-5}\right)$ samples - see the bottom section of Table 1 for more details. Therefore, this work is motivated by the following research question:
Can we design a linear-time algorithm with polynomial sample complexity for the discounted and average-reward infinite-horizon settings, in large state spaces under a partial-coverage assumption?

We answer this question positively by designing a method based on the linear-programming (LP) formulation of sequential decision making [20]. Albeit less known than the dynamic-programming formulation [3] that is ubiquitous in RL, it allows us to tackle this problem with the powerful tools of convex optimization. We turn in particular to a relaxed version of the LP formulation [21, 2] that considers action-value functions that are linear in known state-action features. This allows to reduce the dimensionality of the problem from the cardinality of the state space to the number of features. This relaxation still allows to recover optimal policies in linear MDPs [37, 13], a structural assumption that is widely employed in the theoretical study of RL with linear function approximation.
Our algorithm for learning near-optimal policies from offline data is based on primal-dual optimization of the Lagrangian of the relaxed LP. The use of saddle-point optimization in MDPs was first proposed by Wang \& Chen [34] for planning in small state spaces, and was extended to linear function approximation by Chen et al. [8], Bas-Serrano \& Neu [1], and Neu \& Okolo [26]. We largely take inspiration from this latter work, which was the first to apply saddle-point optimization to the relaxed LP. However, primal-dual planning algorithms assume oracle access to a transition model, whose samples are used to estimate gradients. In our offline setting, we only assume access to i.i.d. samples generated by a possibly unknown behavior policy. To adapt the primal-dual optimization strategy to this setting we employ a change of variable, inspired by Nachum \& Dai [24], which allows easy computation of unbiased gradient estimates.

Notation. We denote vectors with bold letters, such as $\boldsymbol{x} \doteq\left[x_{1}, \ldots, x_{d}\right]^{\top} \in \mathbb{R}^{d}$, and use $\boldsymbol{e}_{i}$ to denote the $i$-th standard basis vector. We interchangeably denote functions $f: \mathcal{X} \rightarrow \mathbb{R}$ over a finite set $\mathcal{X}$, as vectors $\boldsymbol{f} \in \mathbb{R}^{|\mathcal{X}|}$ with components $f(x)$, and use $\geq$ to denote element-wise comparison. We denote the set of probability distributions over a measurable set $\mathcal{S}$ as $\Delta_{\mathcal{S}}$, and the probability simplex in $\mathbb{R}^{d}$ as $\Delta_{d}$. We use $\sigma: \mathbb{R}^{d} \rightarrow \Delta_{d}$ to denote the softmax function defined as $\sigma_{i}(\boldsymbol{x}) \doteq e^{x_{i}} / \sum_{j=1}^{d} e^{x_{j}}$.

We use upper-case letters for random variables, such as $S$, and denote the uniform distribution over a finite set of $n$ elements as $\mathcal{U}(n)$. In the context of iterative algorithms, we use $\mathcal{F}_{t-1}$ to denote the sigma-algebra generated by all events up to the end of iteration $t-1$, and use the shorthand notation $\mathbb{E}_{t}[\cdot]=\mathbb{E}\left[\cdot \mid \mathcal{F}_{t-1}\right]$ to denote expectation conditional on the history. For nested-loop algorithms, we write $\mathcal{F}_{t, i-1}$ for the sigma-algebra generated by all events up to the end of iteration $i-1$ of round $t$, and $\mathbb{E}_{t, i}[\cdot]=\mathbb{E}\left[\cdot \mid \mathcal{F}_{t, i-1}\right]$ for the corresponding conditional expectation.

## 2 Preliminaries

We study discounted Markov decision processes [MDP, 29] denoted as $(\mathcal{X}, \mathcal{A}, p, r, \gamma)$, with discount factor $\gamma \in[0,1]$ and finite, but potentially very large, state space $\mathcal{X}$ and action space $\mathcal{A}$. For every state-action pair $(x, a)$, we denote as $p(\cdot \mid x, a) \in \Delta_{\mathcal{X}}$ the next-state distribution, and as $r(x, a) \in[0,1]$ the reward, which is assumed to be deterministic and bounded for simplicity. The transition function $p$ is also denoted as the matrix $\boldsymbol{P} \in \mathbb{R}^{|\mathcal{X} \times \mathcal{A}| \times|\mathcal{X}|}$ and the reward as the vector $r \in \mathbb{R}^{|\mathcal{X} \times \mathcal{A}|}$. The objective is to find an optimal policy $\pi^{*}: \mathcal{X} \rightarrow \Delta_{\mathcal{A}}$. That is, a stationary policy that maximizes the normalized expected return $\rho\left(\pi^{*}\right) \doteq(1-\gamma) \mathbb{E}_{\pi^{*}}\left[\sum_{t=0}^{\infty} r\left(X_{t}, A_{t}\right)\right]$, where the initial state $X_{0}$ is sampled from the initial state distribution $\nu_{0}$, the other states according to $X_{t+1} \sim p\left(\cdot \mid X_{t}, A_{t}\right)$ and where the notation $\mathbb{E}_{\pi}[\cdot]$ is used to denote that the actions are sampled from policy $\pi$ as $A_{t} \sim \pi\left(\cdot \mid X_{t}\right)$. Moreover, we define the following quantities for each policy $\pi$ : its state-action value function $q^{\pi}(x, a) \doteq \mathbb{E}_{\pi}\left[\sum_{t=0}^{\infty} \gamma^{t} r\left(X_{t}, A_{t}\right) \mid X_{0}=x, A_{0}=a\right]$, its value function $v^{\pi}(x) \doteq \mathbb{E}_{\pi}\left[q^{\pi}\left(x, A_{0}\right)\right]$, its state occupancy measure $\nu^{\pi}(x) \doteq(1-\gamma) \mathbb{E}_{\pi}\left[\sum_{t=0}^{\infty} \mathbb{1}\left\{X_{t}=x\right\}\right]$, and its state-action occupancy measure $\mu^{\pi}(x, a) \doteq \pi(a \mid x) \nu^{\pi}(x)$. These quantities are known to satisify the following useful relations, more commonly known respectively as Bellman's equation and flow constraint for policy $\pi$ [4]:

$$
\begin{equation*}
\boldsymbol{q}^{\pi}=\boldsymbol{r}+\gamma \boldsymbol{P} \boldsymbol{v}^{\pi} \quad \boldsymbol{\nu}^{\pi}=(1-\gamma) \boldsymbol{\nu}_{0}+\gamma \boldsymbol{P}^{\top} \boldsymbol{\mu}^{\pi} \tag{1}
\end{equation*}
$$

Given this notation, we can also rewrite the normalized expected return in vector form as $\rho(\pi)=$ $(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, \boldsymbol{v}^{\pi}\right\rangle$ or equivalently as $\rho(\pi)=\left\langle\boldsymbol{r}, \boldsymbol{\mu}^{\pi}\right\rangle$.
Our work is based on the linear programming formulation due to Manne [19] (see also 29) which transforms the reinforcement learning problem into the search for an optimal state-action occupancy measure, obtained by solving the following Linear Program (LP):

$$
\begin{array}{ll}
\operatorname{maximize} & \langle\boldsymbol{r}, \boldsymbol{\mu}\rangle \\
\text { subject to } & \boldsymbol{E}^{\boldsymbol{\top}} \boldsymbol{\mu}=(1-\gamma) \boldsymbol{\nu}_{0}+\gamma \boldsymbol{P}^{\top} \boldsymbol{\mu}  \tag{2}\\
& \boldsymbol{\mu} \geq 0
\end{array}
$$

where $\boldsymbol{E} \in \mathbb{R}^{|\mathcal{X} \times \mathcal{A}| \times|\mathcal{X}|}$ denotes the matrix with components $\boldsymbol{E}_{(x, a), x^{\prime}} \doteq \mathbb{1}\left\{x=x^{\prime}\right\}$. The constraints of this LP are known to characterize the set of valid state-action occupancy measures. Therefore, an optimal solution $\boldsymbol{\mu}^{*}$ of the LP corresponds to the state-action occupancy measure associated to a policy $\pi^{*}$ maximizing the expected return, and which is therefore optimal in the MDP. This policy can be extracted as $\pi^{*}(a \mid x) \doteq \mu^{*}(x, a) / \sum_{\bar{a} \in \mathcal{A}} \mu^{*}(x, \bar{a})$. However, this linear program cannot be directly solved in an efficient way in large MDPs due to the number of constraints and dimensions of the variables scaling with the size of the state space $\mathcal{X}$. Therefore, taking inspiration from the previous works of Bas-Serrano et al. [2], Neu \& Okolo [26] we assume the knowledge of a feature map $\varphi$, which we then use to reduce the dimension of the problem. More specifically we consider the setting of Linear MDPs [13, 37].
Definition 2.1 (Linear MDP). An MDP is called linear if both the transition and reward functions can be expressed as a linear function of a given feature map $\varphi: \mathcal{X} \times \mathcal{A} \rightarrow \mathbb{R}^{d}$. That is, there exist $\psi: \mathcal{X} \rightarrow \mathbb{R}^{d}$ and $\boldsymbol{\omega} \in \mathbb{R}^{d}$ such that, for every $x, x^{\prime} \in \mathcal{X}$ and $a \in \mathcal{A}$ :

$$
r(x, a)=\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\omega}\rangle, \quad p\left(x^{\prime} \mid x, a\right)=\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\psi}\left(x^{\prime}\right)\right\rangle .
$$

We assume that for all $x, a$, the norms of all relevant vectors are bounded by known constants as $\|\boldsymbol{\varphi}(x, a)\|_{2} \leq D_{\boldsymbol{\varphi}},\left\|\sum_{x^{\prime}} \boldsymbol{\psi}\left(x^{\prime}\right)\right\|_{2} \leq D_{\boldsymbol{\psi}}$, and $\|\boldsymbol{\omega}\|_{2} \leq D_{\boldsymbol{\omega}}$. Moreover, we represent the feature map with the matrix $\boldsymbol{\Phi} \in \mathbb{R}^{|\mathcal{X} \times \mathcal{A}| \times d}$ with rows given by $\varphi(x, a)^{\top}$, and similarly we define $\boldsymbol{\Psi} \in \mathbb{R}^{d \times|\mathcal{X}|}$ as the matrix with columns given by $\boldsymbol{\psi}(x)$.

With this notation we can rewrite the transition matrix as $\boldsymbol{P}=\boldsymbol{\Phi} \Psi$. Furthermore, it is convenient to assume that the dimension $d$ of the feature map cannot be trivially reduced, and therefore that
the matrix $\boldsymbol{\Phi}$ is full-rank. An easily verifiable consequence of the Linear MDP assumption is that state-action value functions can be represented as a linear combinations of $\varphi$. That is, there exist $\boldsymbol{\theta}^{\pi} \in \mathbb{R}^{d}$ such that:

$$
\begin{equation*}
\boldsymbol{q}^{\pi}=\boldsymbol{r}+\gamma \boldsymbol{P} \boldsymbol{v}^{\pi}=\boldsymbol{\Phi}\left(\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}^{\pi}\right)=\boldsymbol{\Phi} \boldsymbol{\theta}^{\pi} \tag{3}
\end{equation*}
$$

It can be shown that for all policies $\pi$, the norm of $\boldsymbol{\theta}^{\boldsymbol{\pi}}$ is at most $D_{\boldsymbol{\theta}}=D_{\boldsymbol{\omega}}+\frac{D_{\psi}}{1-\gamma}$ (cf. Lemma B. 1 in 13). We then translate the linear program (2) to our setting, with the addition of the new variable $\boldsymbol{\lambda} \in \mathbb{R}^{d}$, resulting in the following new LP and its corresponding dual:

$$
\begin{array}{ll}
\operatorname{maximize} & \langle\boldsymbol{\omega}, \boldsymbol{\lambda}\rangle \\
\text { subject to } & \boldsymbol{E}^{\top} \boldsymbol{\mu}=(1-\gamma) \boldsymbol{\nu}_{0}+\gamma \boldsymbol{\Psi}^{\top} \boldsymbol{\lambda}  \tag{5}\\
& \boldsymbol{\lambda}=\boldsymbol{\Phi}^{\top} \boldsymbol{\mu} \\
& \boldsymbol{\mu} \geq 0
\end{array}
$$

$$
\begin{array}{ll}
\operatorname{minimize} & (1-\gamma)\left\langle\boldsymbol{\nu}_{0}, \boldsymbol{v}\right\rangle \\
\text { subject to } & \boldsymbol{\theta}=\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v} \\
& \boldsymbol{E} \boldsymbol{v} \geq \boldsymbol{\Phi} \boldsymbol{\theta}
\end{array}
$$

It can be immediately noticed how the introduction of $\boldsymbol{\lambda}$ did not change neither the set of admissible $\mu$ s nor the objective, and therefore did not alter the optimal solution. The Lagrangian associated to this set of linear programs is the function:

$$
\begin{align*}
\mathfrak{L}(\boldsymbol{v}, \boldsymbol{\theta}, \boldsymbol{\lambda}, \boldsymbol{\mu}) & =(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, \boldsymbol{v}\right\rangle+\langle\boldsymbol{\lambda}, \boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta}\rangle+\langle\boldsymbol{\mu}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}\rangle \\
& =\langle\boldsymbol{\lambda}, \boldsymbol{\omega}\rangle+\left\langle\boldsymbol{v},(1-\gamma) \boldsymbol{\nu}_{0}+\gamma \boldsymbol{\Psi}^{\top} \boldsymbol{\lambda}-\boldsymbol{E}^{\top} \boldsymbol{\mu}\right\rangle+\left\langle\boldsymbol{\theta}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}-\boldsymbol{\lambda}\right\rangle . \tag{6}
\end{align*}
$$

It is known that finding optimal solutions $\left(\boldsymbol{\lambda}^{\star}, \boldsymbol{\mu}^{\star}\right)$ and $\left(\boldsymbol{v}^{\star}, \boldsymbol{\theta}^{\star}\right)$ for the primal and dual LPs is equivalent to finding a saddle point $\left(\boldsymbol{v}^{\star}, \boldsymbol{\theta}^{\star}, \boldsymbol{\lambda}^{\star}, \boldsymbol{\mu}^{\star}\right)$ of the Lagrangian function [5]. In the next section, we will develop primal-dual methods that aim to find approximate solutions to the above saddle-point problem, and convert these solutions to policies with near-optimality guarantees.

## 3 Algorithm and Main Results

This section introduces the concrete setting we study in this paper, and presents our main contributions.
We consider the offline-learning scenario where the agent has access to a dataset $\mathcal{D}=\left(W_{t}\right)_{t=1}^{n}$, collected by a behavior policy $\pi_{B}$, and composed of $n$ random observations of the form $W_{t}=$ $\left(X_{t}^{0}, X_{t}, A_{t}, R_{t}, X_{t}^{\prime}\right)$. The random variables $X_{t}^{0},\left(X_{t}, A_{t}\right)$ and $X_{t}^{\prime}$ are sampled, respectively, from the initial-state distribution $\nu_{0}$, the discounted occupancy measure of the behavior policy, denoted as $\mu_{B}$, and from $p\left(\cdot \mid X_{t}, A_{t}\right)$. Finally, $R_{t}$ denotes the reward $r\left(X_{t}, A_{t}\right)$. We assume that all observations $W_{t}$ are generated independently of each other, and will often use the notation $\varphi_{t}=\varphi\left(X_{t}, A_{t}\right)$.

Our strategy consists in finding approximately good solutions for the LPs (4) and (5) using stochastic optimization methods, which require access to unbiased gradient estimates of the Lagrangian (Equation 6). The main challenge we need to overcome is constructing suitable estimators based only on observations drawn from the behavior policy. We address this challenge by introducing the matrix $\boldsymbol{\Lambda}=\mathbb{E}_{X, A \sim \mu_{B}}\left[\boldsymbol{\varphi}(X, A) \varphi(X, A)^{\top}\right]$ (supposed to be invertible for the sake of argument for now), and rewriting the gradient with respect to $\boldsymbol{\lambda}$ as

$$
\begin{aligned}
\nabla_{\boldsymbol{\lambda}} \mathfrak{L}(\boldsymbol{\lambda}, \boldsymbol{\mu} ; \boldsymbol{v}, \boldsymbol{\theta}) & =\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta}=\boldsymbol{\Lambda}^{-1} \boldsymbol{\Lambda}(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta}) \\
& =\boldsymbol{\Lambda}^{-1} \mathbb{E}\left[\boldsymbol{\varphi}\left(X_{t}, A_{t}\right) \boldsymbol{\varphi}\left(X_{t}, A_{t}\right)^{\top}(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta})\right] \\
& =\boldsymbol{\Lambda}^{-1} \mathbb{E}\left[\boldsymbol{\varphi}\left(X_{t}, A_{t}\right)\left(R_{t}+\gamma \boldsymbol{v}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}, \boldsymbol{\varphi}\left(X_{t}, A_{t}\right)\right\rangle\right)\right] .
\end{aligned}
$$

This suggests that the vector within the expectation can be used to build an unbiased estimator of the desired gradient. A downside of using this estimator is that it requires knowledge of $\boldsymbol{\Lambda}$. However, this can be sidestepped by a reparametrization trick inspired by Nachum \& Dai [24]: introducing the parametrization $\boldsymbol{\beta}=\boldsymbol{\Lambda}^{-1} \boldsymbol{\lambda}$, the objective can be rewritten as

$$
\mathfrak{L}(\boldsymbol{\beta}, \boldsymbol{\mu} ; \boldsymbol{v}, \boldsymbol{\theta})=(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, \boldsymbol{v}\right\rangle+\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta})\rangle+\langle\boldsymbol{\mu}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}\rangle .
$$

This can be indeed seen to generalize the tabular reparametrization of Nachum \& Dai [24] to the case of linear function approximation. Notably, our linear reparametrization does not change the structure of the saddle-point problem, but allows building an unbiased estimator of $\nabla_{\boldsymbol{\beta}} \mathfrak{L}(\boldsymbol{\beta}, \boldsymbol{\mu} ; \boldsymbol{v}, \boldsymbol{\theta})$ without knowledge of $\boldsymbol{\Lambda}$ as

$$
\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}}=\boldsymbol{\varphi}\left(X_{t}, A_{t}\right)\left(R_{t}+\gamma \boldsymbol{v}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}, \boldsymbol{\varphi}\left(X_{t}, A_{t}\right)\right\rangle\right) .
$$

In what follows, we will use the more general parametrization $\boldsymbol{\beta}=\Lambda^{-c} \lambda$, with $c \in\{1 / 2,1\}$, and construct a primal-dual stochastic optimization method that can be implemented efficiently in the offline setting based on the observations above. Using $c=1$ allows to run our algorithm without knowledge of $\boldsymbol{\Lambda}$, that is, without knowing the behavior policy that generated the dataset, while using $c=1 / 2$ results in a tighter bound, at the price of having to assume knowledge of $\boldsymbol{\Lambda}$.
Our algorithm (presented as Algorithm 1) is inspired by the method of Neu \& Okolo [26], originally designed for planning with a generative model. The algorithm has a double-loop structure, where at each iteration $t$ we run one step of stochastic gradient ascent for $\boldsymbol{\beta}$, and also an inner loop which runs $K$ iterations of stochastic gradient descent on $\boldsymbol{\theta}$ making sure that $\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{t}\right\rangle$ is a good approximation of the true action-value function of $\pi_{t}$. Iterations of the inner loop are indexed by $k$. The main idea of the algorithm is to compute the unbiased estimators $\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k}$ and $\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}$ of the gradients $\nabla_{\boldsymbol{\theta}} \mathfrak{L}\left(\boldsymbol{\beta}_{t}, \boldsymbol{\mu}_{t} ; \cdot, \boldsymbol{\theta}_{t, k}\right)$ and $\nabla_{\boldsymbol{\beta}} \mathfrak{L}\left(\boldsymbol{\beta}_{t}, \cdot ; \boldsymbol{v}_{t}, \boldsymbol{\theta}_{t}\right)$, and use them to update the respective variables iteratively. We then define a softmax policy $\pi_{t}$ at each iteration $t$ using the $\boldsymbol{\theta}$ parameters as $\pi_{t}(a \mid x)=\sigma\left(\alpha \sum_{i=1}^{t-1}\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{i}\right\rangle\right)$. The other higher-dimensional variables $\left(\boldsymbol{\mu}_{t}, \boldsymbol{v}_{t}\right)$ are defined symbolically in terms of $\boldsymbol{\beta}_{t}, \boldsymbol{\theta}_{t}$ and $\pi_{t}$, and used only as auxiliary variables for computing the estimates $\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k}$ and $\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}$. Specifically, we set these variables as

$$
\begin{align*}
v_{t}(x) & =\sum_{a} \pi_{t}(a \mid x)\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{t}\right\rangle,  \tag{7}\\
\mu_{t, k}(x, a) & =\pi_{t}(a \mid x)\left((1-\gamma) \mathbb{1}\left\{X_{t, k}^{0}=x\right\}+\gamma\left\langle\boldsymbol{\varphi}_{t, k}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle \mathbb{1}\left\{X_{t, k}^{\prime}=x\right\}\right) . \tag{8}
\end{align*}
$$

Finally, the gradient estimates can be defined as

$$
\begin{align*}
\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t} & =\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left(R_{t}+\gamma v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\varphi}_{t}, \boldsymbol{\theta}_{t}\right\rangle\right),  \tag{9}\\
\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k} & =\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{t, k}-\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t, k}\left\langle\boldsymbol{\varphi}_{t, k}, \boldsymbol{\beta}_{t}\right\rangle . \tag{10}
\end{align*}
$$

These gradient estimates are then used in a projected gradient ascent/descent scheme, with the $\ell_{2}$ projection operator denoted by $\Pi$. The feasible sets of the two parameter vectors are chosen as $\ell_{2}$ balls of radii $D_{\theta}$ and $D_{\beta}$, denoted respectively as $\mathbb{B}\left(D_{\theta}\right)$ and $\mathbb{B}\left(D_{\beta}\right)$. Notably, the algorithm does not need to compute $v_{t}(x), \mu_{t, k}(x, a)$, or $\pi_{t}(a \mid x)$ for all states $x$, but only for the states that are accessed during the execution of the method. In particular, $\pi_{t}$ does not need to be computed explicitly, and it can be efficiently represented by the single $d$-dimensional parameter vector $\sum_{i=1}^{t} \boldsymbol{\theta}_{i}$.
Due to the double-loop structure, each iteration $t$ uses $K$ samples from the dataset $\mathcal{D}$, adding up to a total of $n=K T$ samples over the course of $T$ iterations. Each gradient update calculated by the method uses a constant number of elementary vector operations, resulting in a total computational complexity of $O(|\mathcal{A}| d n)$ elementary operations. At the end, our algorithm outputs a policy selected uniformly at random from the $T$ iterations.

### 3.1 Main result

We are now almost ready to state our main result. Before doing so, we first need to discuss the quantities appearing in the guarantee, and provide an intuitive explanation for them.

Similarly to previous work, we capture the partial coverage assumption by expressing the rate of convergence to the optimal policy in terms of a coverage ratio that measures the mismatch between the behavior and the optimal policy. Several definitions of coverage ratio are surveyed by Uehara \& Sun [32]. In this work, we employ a notion of feature coverage ratio for linear MDPs that defines coverage in feature space rather than in state-action space, similarly to Jin et al. [14], but with a smaller ratio.
Definition 3.1. Let $c \in\{1 / 2,1\}$. We define the generalized coverage ratio as

$$
C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)=\mathbb{E}_{\left(X^{*}, A^{*}\right) \sim \mu^{*}}\left[\boldsymbol{\varphi}\left(X^{*}, A^{*}\right)\right]^{\top} \boldsymbol{\Lambda}^{-2 c} \mathbb{E}\left[\boldsymbol{\varphi}\left(X^{*}, A^{*}\right)\right] .
$$

We defer a detailed discussion of this ratio to Section 6, where we compare it with similar notions in the literature. We are now ready to state our main result.
Theorem 3.2. Given a linear MDP (Definition 2.1) such that $\boldsymbol{\theta}^{\pi} \in \mathbb{B}\left(D_{\boldsymbol{\theta}}\right)$ for any policy $\pi$. Assume that the coverage ratio is bounded $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right) \leq D_{\boldsymbol{\beta}}$. Then, for any comparator policy $\pi^{*}$, the policy output by an appropriately tuned instance of Algorithm 1 satisfies $\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\boldsymbol{\pi}_{\text {out }}}, \boldsymbol{r}\right\rangle\right] \leq \varepsilon$ with a number of samples $n_{\epsilon}$ that is $O\left(\varepsilon^{-4} D_{\boldsymbol{\theta}}^{4} D_{\boldsymbol{\varphi}}^{8 c} D_{\boldsymbol{\beta}}^{4} d^{2-2 c} \log |\mathcal{A}|\right)$.

```
Algorithm 1 Offline Primal-Dual RL
    Input: Learning rates \(\alpha, \zeta, \eta\), initial points \(\boldsymbol{\theta}_{0} \in \mathbb{B}\left(D_{\theta}\right), \boldsymbol{\beta}_{1} \in \mathbb{B}\left(D_{\beta}\right), \pi_{1}\), and data \(\mathcal{D}=\left(W_{t}\right)_{t=1}^{n}\)
    for \(t=1\) to \(T\) do
        Initialize \(\boldsymbol{\theta}_{t, 1}=\boldsymbol{\theta}_{t-1}\)
        for \(k=1\) to \(K-1\) do
            Obtain sample \(W_{t, k}=\left(X_{t, k}^{0}, X_{t, k}, A_{t, k}, X_{t, k}^{\prime}\right)\)
            \(\boldsymbol{\mu}_{t, k}=\pi_{t} \circ\left[(1-\gamma) \boldsymbol{e}_{X_{t, k}^{0}}+\gamma\left\langle\boldsymbol{\varphi}\left(X_{t, k}, A_{t, k}\right), \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle \boldsymbol{e}_{X_{t, k}^{\prime}}\right]\)
            \(\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}=\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{t, k}-\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}\left(X_{t, k}, A_{t, k}\right)\left\langle\boldsymbol{\varphi}\left(X_{t, k}, A_{t, k}\right), \boldsymbol{\beta}_{t}\right\rangle\)
            \(\boldsymbol{\theta}_{t, k+1}=\Pi_{\mathbb{B}\left(D_{\theta}\right)}\left(\boldsymbol{\theta}_{t, k}-\eta \tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right) \quad / /\) Stochastic gradient descent
        end for
        \(\boldsymbol{\theta}_{t}=\frac{1}{K} \sum_{k=1}^{K} \boldsymbol{\theta}_{t, k}\)
        Obtain sample \(W_{t}=\left(X_{t}^{0}, X_{t}, A_{t}, X_{t}^{\prime}\right)\)
        \(\boldsymbol{v}_{t}=\boldsymbol{E}^{\top}\left(\pi_{t} \circ \boldsymbol{\Phi} \boldsymbol{\theta}_{t}\right)\)
        \(\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}=\boldsymbol{\varphi}\left(X_{t}, A\right)\left(R_{t}+\gamma \boldsymbol{v}_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\varphi}\left(X_{t}, A_{t}\right), \boldsymbol{\theta}_{t}\right\rangle\right)\)
        \(\boldsymbol{\beta}_{t+1}=\Pi_{\mathbb{B}\left(D_{\beta}\right)}\left(\boldsymbol{\beta}_{t}+\zeta \tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}\right) \quad / /\) Stochastic gradient ascent
        \(\pi_{t+1}=\sigma\left(\alpha \sum_{i=1}^{t} \mathbf{\Phi} \boldsymbol{\theta}_{i}\right) \quad / /\) Policy update
    end for
    return \(\pi_{J}\) with \(J \sim \mathcal{U}(T)\).
```

The concrete parameter choices are detailed in the full version of the theorem in Appendix A. The main theorem can be simplified by making some standard assumptions, formalized by the following corollary.
Corollary 3.3. Assume that the bound of the feature vectors $D_{\varphi}$ is of order $O(1)$, that $D_{\boldsymbol{\omega}}=D_{\boldsymbol{\psi}}=$ $\sqrt{d}$ and that $D_{\beta}=c \cdot C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)$ for some positive universal constant $c$. Then, under the same assumptions of Theorem 3.2, $n_{\varepsilon}$ is of order $O\left(\frac{d^{4} C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)^{2} \log |\mathcal{A}|}{d^{2 c}(1-\gamma)^{4} \varepsilon^{4}}\right)$.

## 4 Analysis

This section explains the rationale behind some of the technical choices of our algorithm, and sketches the proof of our main result.

First, we explicitly rewrite the expression of the Lagrangian (6), after performing the change of variable $\boldsymbol{\lambda}=\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}$ :

$$
\begin{align*}
\mathfrak{L}(\boldsymbol{\beta}, \boldsymbol{\mu} ; \boldsymbol{v}, \boldsymbol{\theta}) & =(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, \boldsymbol{v}\right\rangle+\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c}(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta})\right\rangle+\langle\boldsymbol{\mu}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}\rangle  \tag{11}\\
& =\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c} \boldsymbol{\omega}\right\rangle+\left\langle\boldsymbol{v},(1-\gamma) \boldsymbol{\nu}_{0}+\gamma \boldsymbol{\Psi}^{\top} \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}-\boldsymbol{E}^{\top} \boldsymbol{\mu}\right\rangle+\left\langle\boldsymbol{\theta}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}\right\rangle . \tag{12}
\end{align*}
$$

We aim to find an approximate saddle-point of the above convex-concave objective function. One challenge that we need to face is that the variables $\boldsymbol{v}$ and $\boldsymbol{\mu}$ have dimension proportional to the size of the state space $|\mathcal{X}|$, so making explicit updates to these parameters would be prohibitively expensive in MDPs with large state spaces. To address this challenge, we choose to parametrize $\boldsymbol{\mu}$ in terms of a policy $\pi$ and $\boldsymbol{\beta}$ through the symbolic assignment $\boldsymbol{\mu}=\boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}$, where

$$
\begin{equation*}
\mu_{\boldsymbol{\beta}, \pi}(x, a) \doteq \pi(a \mid x)\left[(1-\gamma) \nu_{0}(x)+\gamma\left\langle\boldsymbol{\psi}(x), \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}\right\rangle\right] . \tag{13}
\end{equation*}
$$

This choice can be seen to satisfy the first constraint of the primal LP (4), and thus the gradient of the Lagrangian (12) evaluated at $\boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}$ with respect to $\boldsymbol{v}$ can be verified to be 0 . This parametrization makes it possible to express the Lagrangian as a function of only $\boldsymbol{\theta}, \boldsymbol{\beta}$ and $\pi$ as

$$
\begin{equation*}
f(\boldsymbol{\theta}, \boldsymbol{\beta}, \pi) \doteq \mathfrak{L}\left(\boldsymbol{\beta}, \boldsymbol{\mu}_{\boldsymbol{\beta}, \pi} ; \boldsymbol{v}, \boldsymbol{\theta}\right)=\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c} \boldsymbol{\omega}\right\rangle+\left\langle\boldsymbol{\theta}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}\right\rangle . \tag{14}
\end{equation*}
$$

For convenience, we also define the quantities $\boldsymbol{\nu}_{\boldsymbol{\beta}}=\boldsymbol{E}^{\top} \boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}$ and $v_{\boldsymbol{\theta}, \pi}(s) \doteq \sum_{a} \pi(a \mid s)\langle\boldsymbol{\theta}, \boldsymbol{\varphi}(x, a)\rangle$, which enables us to rewrite $f$ as

$$
\begin{equation*}
f(\boldsymbol{\theta}, \boldsymbol{\beta}, \pi)=\left\langle\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}, \boldsymbol{\omega}-\boldsymbol{\theta}\right\rangle+\left\langle\boldsymbol{v}_{\boldsymbol{\theta}, \pi}, \boldsymbol{\nu}_{\boldsymbol{\beta}}\right\rangle=(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, \boldsymbol{v}_{\boldsymbol{\theta}, \pi}\right\rangle+\left\langle\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}, \boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}, \pi}-\boldsymbol{\theta}\right\rangle . \tag{15}
\end{equation*}
$$

The above choices allow us to perform stochastic gradient / ascent over the low-dimensional parameters $\boldsymbol{\theta}$ and $\boldsymbol{\beta}$ and the policy $\pi$. In order to calculate an unbiased estimator of the gradients, we first observe that the choice of $\mu_{t, k}$ in Algorithm 1 is an unbiased estimator of $\mu_{\boldsymbol{\beta}_{t}, \pi_{t}}$ :

$$
\begin{aligned}
\mathbb{E}_{t, k}\left[\mu_{t, k}(x, a)\right] & =\pi_{t}(a \mid x)\left((1-\gamma) \mathbb{P}\left(X_{t, k}^{0}=x\right)+\mathbb{E}_{t, k}\left[\mathbb{1}\left\{X_{t, k}^{\prime}=x\right\}\left\langle\boldsymbol{\varphi}_{t}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right]\right) \\
& =\pi_{t}(a \mid x)\left((1-\gamma) \nu_{0}(x)+\gamma \sum_{\bar{x}, \bar{a}} \mu_{B}(\bar{x}, \bar{a}) p(x \mid \bar{x}, \bar{a}) \boldsymbol{\varphi}(\bar{x}, \bar{a})^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right) \\
& =\pi_{t}(a \mid x)\left((1-\gamma) \nu_{0}(x)+\gamma \boldsymbol{\psi}(x)^{\top} \boldsymbol{\Lambda} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right)=\mu_{\boldsymbol{\beta}_{t}, \pi_{t}}(x, a),
\end{aligned}
$$

where we used the fact that $p(x \mid \bar{x}, \bar{a})=\langle\boldsymbol{\psi}(x), \boldsymbol{\varphi}(\bar{x}, \bar{a})\rangle$, and the definition of $\boldsymbol{\Lambda}$. This in turn facilitates proving that the gradient estimate $\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k}$, defined in Equation 10, is indeed unbiased:
$\mathbb{E}_{t, k}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k}\right]=\boldsymbol{\Phi}^{\top} \mathbb{E}_{t, k}\left[\boldsymbol{\mu}_{t, k}\right]-\boldsymbol{\Lambda}^{c-1} \mathbb{E}_{t, k}\left[\boldsymbol{\varphi}_{t, k} \boldsymbol{\varphi}_{t, k}^{\top}\right] \boldsymbol{\beta}_{t}=\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{\boldsymbol{\beta}_{t}, \pi_{t}}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}=\nabla_{\boldsymbol{\theta}} \mathfrak{L}\left(\boldsymbol{\beta}_{t}, \boldsymbol{\mu}_{t} ; \boldsymbol{v}_{t}, \cdot\right)$.
A similar proof is used for $\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}$ and is detailed in Appendix B.3.
Our analysis is based on arguments by Neu \& Okolo [26], carefully adapted to the reparametrized version of the Lagrangian presented above. The proof studies the following central quantity that we refer to as dynamic duality gap:

$$
\begin{equation*}
\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{1: T}^{*}\right) \doteq \frac{1}{T} \sum_{t=1}^{T}\left(f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}^{*}\right)\right) \tag{16}
\end{equation*}
$$

Here, $\left(\boldsymbol{\theta}_{t}, \boldsymbol{\beta}_{t}, \pi_{t}\right)$ are the iterates of the algorithm, $\boldsymbol{\theta}_{1: T}^{*}=\left(\boldsymbol{\theta}_{t}^{*}\right)_{t=1}^{T}$ a sequence of comparators for $\boldsymbol{\theta}$, and finally $\boldsymbol{\beta}^{*}$ and $\pi^{*}$ are fixed comparators for $\boldsymbol{\beta}$ and $\pi$, respectively. Our first key lemma relates the suboptimality of the output policy to $\mathcal{G}_{T}$ for a specific choice of comparators.
Lemma 4.1. Let $\boldsymbol{\theta}_{t}^{*} \doteq \boldsymbol{\theta}^{\pi_{t}}$, $\pi^{*}$ be any policy, and $\beta^{*}=\boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{\pi^{*}}$. Then, $\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\boldsymbol{\pi}_{\text {out }}}, \boldsymbol{r}\right\rangle\right]=$ $\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{1: T}^{*}\right)$.

The proof is relegated to Appendix B.1. Our second key lemma rewrites the gap $\mathcal{G}_{T}$ for any choice of comparators as the sum of three regret terms:
Lemma 4.2. With the choice of comparators of Lemma 4.1

$$
\begin{aligned}
\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{1: T}^{*}\right)= & \frac{1}{T} \sum_{t=1}^{T}\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, g_{\boldsymbol{\theta}, t}\right\rangle+\frac{1}{T} \sum_{t=1}^{T}\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, g_{\boldsymbol{\beta}, t}\right\rangle \\
& +\frac{1}{T} \sum_{t=1}^{T} \sum_{s} \nu^{\pi^{*}}(s) \sum_{a}\left(\pi^{*}(a \mid s)-\pi_{t}(a \mid s)\right)\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}(x, a)\right\rangle
\end{aligned}
$$

where $g_{\boldsymbol{\theta}, t}=\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{\boldsymbol{\beta}_{t}, \pi_{t}}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}$ and $g_{\boldsymbol{\beta}, t}=\boldsymbol{\Lambda}^{c}\left(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} v_{\boldsymbol{\theta}_{t}, \pi_{t}}-\boldsymbol{\theta}_{t}\right)$.
The proof is presented in Appendix B.2. To conclude the proof we bound the three terms appearing in Lemma 4.2. The first two of those are bounded using standard gradient descent/ascent analysis (Lemmas B. 1 and B.2), while for the latter we use mirror descent analysis (Lemma B.3). The details of these steps are reported in Appendix B.3.

## 5 Extension to Average-Reward MDPs

In this section, we briefly explain how to extend our approach to offline learning in average reward $M D P s$, establishing the first sample complexity result for this setting. After introducing the setup, we outline a remarkably simple adaptation of our algorithm along with its performance guarantees for this setting. The reader is referred to Appendix C for the full details, and to Chapter 8 of Puterman [29] for a more thorough discussion of average-reward MDPs.
In the average reward setting we aim to optimize the objective $\rho^{\pi}(x)=$ $\liminf _{T \rightarrow \infty} \frac{1}{T} \mathbb{E}_{\pi}\left[\sum_{t=1}^{T} r\left(x_{t}, a_{t}\right) \mid x_{1}=x\right]$, representing the long-term average reward of policy $\pi$ when started from state $x \in \mathcal{X}$. Unlike the discounted setting, the average reward criterion prioritizes long-term frequency over proximity of good rewards due to the absence of discounting
which expresses a preference for earlier rewards. As is standard in the related literature, we will assume that $\rho^{\pi}$ is well-defined for any policy and is independent of the start state, and thus will use the same notation to represent the scalar average reward of policy $\pi$. Due to the boundedness of the rewards, we clearly have $\rho^{\pi} \in[0,1]$. Similarly to the discounted setting, it is possible to define quantities analogous to the value and action value functions as the solutions to the Bellman equations $\boldsymbol{q}^{\pi}=\boldsymbol{r}-\rho^{\pi} \mathbf{1}+\boldsymbol{P} \boldsymbol{v}^{\pi}$, where $\boldsymbol{v}^{\pi}$ is related to the action-value function as $v^{\pi}(x)=\sum_{a} \pi(a \mid x) q^{\pi}(x, a)$. We will make the following standard assumption about the MDP (see, e.g., Section 17.4 of Meyn \& Tweedie [22]):

Assumption 5.1. For all stationary policies $\pi$, the Bellman equations have a solution $\boldsymbol{q}^{\pi}$ satisfying $\sup _{x, a} q^{\pi}(x, a)-\inf _{x, a} q^{\pi}(x, a)<D_{q}$.

Furthermore, we will continue to work with the linear MDP assumption of Definition 2.1, and will additionally make the following minor assumption:
Assumption 5.2. The all ones vector 1 is contained in the column span of the feature matrix $\boldsymbol{\Phi}$. Furthermore, let $\varrho \in \mathbb{R}^{d}$ such that for all $(x, a) \in \mathcal{Z},\langle\boldsymbol{\varphi}(x, a), \varrho\rangle=1$.

Using these insights, it is straightforward to derive a linear program akin to (2) that characterize the optimal occupancy measure and thus an optimal policy in average-reward MDPs. Starting from this formulation and proceeding as in Sections 2 and 4, we equivalently restate this optimization problem as finding the saddle-point of the reparametrized Lagrangian defined as follows:

$$
\mathfrak{L}(\boldsymbol{\beta}, \boldsymbol{\mu} ; \rho, \boldsymbol{v}, \boldsymbol{\theta})=\rho+\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c}[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta}-\rho \varrho \underline{\varrho}]\right\rangle+\langle\boldsymbol{\mu}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}\rangle .
$$

As previously, the saddle point can be shown to be equivalent to an optimal occupancy measure under the assumption that the MDP is linear in the sense of Definition 2.1. Notice that the above Lagrangian slightly differs from that of the discounted setting in Equation (11) due to the additional optimization parameter $\rho$, but otherwise our main algorithm can be directly generalized to this objective. We present details of the derivations and the resulting algorithm in Appendix C. The following theorem states the performance guarantees for this method.
Theorem 5.3. Given a linear MDP (Definition 2.1) satisfying Assumption 5.2 and such that $\boldsymbol{\theta}^{\pi} \in$ $\mathbb{B}\left(D_{\boldsymbol{\theta}}\right)$ for any policy $\pi$. Assume that the coverage ratio is bounded $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right) \leq D_{\boldsymbol{\beta}}$. Then, for any comparator policy $\pi^{*}$, the policy output by an appropriately tuned instance of Algorithm 2 satisfies $\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\boldsymbol{\pi}_{\text {out }}}, \boldsymbol{r}\right\rangle\right] \leq \varepsilon$ with a number of samples $n_{\epsilon}$ that is $O\left(\varepsilon^{-4} D_{\boldsymbol{\theta}}^{4} D_{\varphi}^{12 c-2} D_{\boldsymbol{\beta}}^{4} d^{2-2 c} \log |\mathcal{A}|\right)$.

As compared to the discounted case, this additional dependence of the sample complexity on $D_{\varphi}$ is due to the extra optimization variable $\rho$. We provide the full proof of this theorem along with further discussion in Appendix C.

## 6 Discussion and Final Remarks

In this section, we compare our results with the most relevant ones from the literature. Our Table 1 can be used as a reference. As a complement to this section, we refer the interested reader to the recent work by Uehara \& Sun [32], which provides a survey of offline RL methods with their coverage and structural assumptions. Detailed computations can be found in Appendix E.
An important property of our method is that it only requires partial coverage. This sets it apart from classic batch RL methods like FQI [11, 23], which require a stronger uniform-coverage assumption. Algorithms working under partial coverage are mostly based on the principle of pessimism. However, our algorithm does not implement any form of explicit pessimism. We recall that, as shown by Xiao et al. [35], pessimism is just one of many ways to achieve minimax-optimal sample efficiency.

Let us now compare our notion of coverage ratio to the existing notions previsouly used in the literature. Jin et al. [14] (Theorem 4.4) rely on a feature coverage ratio which can be written as

$$
\begin{equation*}
C^{\diamond}\left(\pi^{*} ; \pi_{B}\right)=\mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\varphi}(X, A)^{\top} \boldsymbol{\Lambda}^{-1} \boldsymbol{\varphi}(X, A)\right] \tag{17}
\end{equation*}
$$

By Jensen's inequality, our $C_{\varphi, 1 / 2}$ (Definition 3.1) is never larger than $C^{\diamond}$. Indeed, notice how the random features in Equation (17) are coupled, introducing an extra variance term w.r.t. $C_{\varphi, 1 / 2}$. Specifically, we can show that $C_{\varphi, 1 / 2}\left(\pi^{*} ; \pi_{B}\right)=C^{\diamond}\left(\pi^{*} ; \pi_{B}\right)-\mathbb{V}_{X, A \sim \mu^{*}}\left[\boldsymbol{\Lambda}^{-1 / 2} \boldsymbol{\varphi}(X, A)\right]$, where $\mathbb{V}[Z]=\mathbb{E}\left[\|Z-\mathbb{E}[Z]\|^{2}\right]$ for a random vector $Z$. So, besides fine comparisons with existing notions of coverage ratios, we can regard $C_{\varphi, 1 / 2}$ as a low-variance version of the standard feature coverage
ratio. However, our sample complexity bounds do not fully take advantage of this low-variance property, since they scale quadratically with the ratio itself, rather than linearly, as is more common in previous work.

To scale with $C_{\varphi, 1 / 2}$, our algorithm requires knowledge of $\boldsymbol{\Lambda}$, hence of the behavior policy. However, so does the algorithm from Jin et al. [14]. Zanette et al. [38] remove this requirement at the price of a computationally heavier algorithm. However, both are limited to the finite-horizon setting.

Uehara \& Sun [32] and Zhang et al. [39] use a coverage ratio that is conceptually similar to Equation (17),

$$
\begin{equation*}
C^{\dagger}\left(\pi^{*} ; \pi_{B}\right)=\sup _{y \in \mathbb{R}^{d}} \frac{y^{\top} \mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\varphi}(X, A) \varphi(X, A)^{\top}\right] y}{y^{\top} \mathbb{E}_{X, A \sim \mu_{B}}\left[\boldsymbol{\varphi}(X, A) \varphi(X, A)^{\top}\right] y} . \tag{18}
\end{equation*}
$$

Some linear algebra shows that $C^{\dagger} \leq C^{\diamond} \leq d C^{\dagger}$. Therefore, chaining the previous inequalities we know that $C_{\varphi, 1 / 2} \leq C^{\diamond} \leq d C^{\dagger}$. It should be noted that the algorithm from Uehara \& Sun [32] also works in the representation-learning setting, that is, with unknown features. However, it is far from being efficiently implementable. The algorithm from Zhang et al. [39] instead is limited to the finite-horizon setting.
In the special case of tabular MDPs, it is hard to compare our ratio with existing ones, because in this setting, error bounds are commonly stated in terms of $\sup _{x, a} \mu^{*}(x, a) / \mu_{B}(x, a)$, often introducing an explicit dependency on the number of states [e.g., 17], which is something we carefully avoided. However, looking at how the coverage ratio specializes to the tabular setting can still provide some insight. With known behavior policy, $C_{\varphi, 1 / 2}\left(\pi^{*} ; \pi_{B}\right)=\sum_{x, a} \mu^{*}(x, a)^{2} / \mu_{B}(x, a)$ is smaller than the more standard $C^{\diamond}\left(\pi^{*} ; \pi_{B}\right)=\sum_{x, a} \mu^{*}(x, a) / \mu_{B}(x, a)$. With unknown behavior, $C_{\varphi, 1}\left(\pi^{*} ; \pi_{B}\right)=$ $\sum_{x, a}\left(\mu^{*}(x, a) / \mu_{B}(x, a)\right)^{2}$ is non-comparable with $C^{\diamond}$ in general, but larger than $C_{\varphi, 1 / 2}$. Interestingly, $C_{\varphi, 1}\left(\pi^{*} ; \pi_{B}\right)$ is also equal to $1+\mathcal{X}^{2}\left(\mu^{*} \| \mu_{B}\right)$, where $\mathcal{X}^{2}$ denotes the chi-square divergence, a crucial quantity in off-distribution learning based on importance sampling [10]. Moreover, a similar quantity to $C_{\varphi, 1}$ was used by Lykouris et al. [18] in the context of (online) RL with adversarial corruptions.

We now turn to the works of Xie et al. [36] and Cheng et al. [9], which are the only practical methods to consider function approximation in the infinite horizon setting, with minimal assumption on the dataset, and thus the only directly comparable to our work. They both use the coverage ratio $C_{\mathcal{F}}\left(\pi^{*} ; \pi_{B}\right)=\max _{f \in \mathcal{F}}\|f-\mathcal{T} f\|_{\mu^{*}}^{2} /\|f-\mathcal{T} f\|_{\mu_{B}}^{2}$, where $\mathcal{F}$ is a function class and $\mathcal{T}$ is Bellman's operator. This can be shown to reduce to Equation (18) for linear MDPs. However, the specialized bound of Xie et al. [36] (Theorem 3.2) scales with the potentially larger ratio from Equation (17). Both their algorithms have superlinear computational complexity and a sample complexity of $O\left(\varepsilon^{-5}\right)$. Hence, in the linear MDP setting, our algorithm is a strict improvement both for its $O\left(\varepsilon^{-4}\right)$ sample complexity and its $O(n)$ computational complexity. However, It is very important to notice that no practical algorithm for this setting so far, including ours, can match the minimax optimal sample complexity rate of $O\left(\varepsilon^{2}\right)$ [35,31]. This leaves space for future work in this area. In particular, by inspecting our proofs, it should be clear the the extra $O\left(\varepsilon^{-2}\right)$ factor is due to the nested-loop structure of the algorithm. Therefore, we find it likely that our result can be improved using optimistic descent methods [6] or a two-timescale approach [15, 30].

As a final remark, we remind that when $\boldsymbol{\Lambda}$ is unknown, our error bounds scales with $C_{\varphi, 1}$, instead of the smaller $C_{\varphi, 1 / 2}$. However, we find it plausible that one can replace the $\boldsymbol{\Lambda}$ with an estimate that is built using some fraction of the overall sample budget. In particular, in the tabular case, we could simply use all data to estimate the visitation probabilities of each-state action pairs and use them to build an estimator of $\boldsymbol{\Lambda}$. Details of a similar approach have been worked out by Gabbianelli et al. [12]. Nonetheless, we designed our algorithm to be flexible and work in both cases.
To summarize, our method is one of the few not to assume the state space to be finite, or the dataset to have global coverage, while also being computationally feasible. Moreover, it offers a significant advantage, both in terms of sample and computational complexity, over the two existing polynomialtime algorithms for discounted linear MDPs with partial coverage [36, 9]; it extends to the challenging average-reward setting with minor modifications; and has error bounds that scale with a low-variance version of the typical coverage ratio. These results were made possible by employing algorithmic principles, based on the linear programming formulation of sequential decision making, that are new in offline RL. Finally, the main direction for future work is to develop a single-loop algorithm to achieve the optimal rate of $\varepsilon^{-2}$, which should also improve the dependence on the coverage ratio from $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)^{2}$ to $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)$.
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## Supplementary Material

## A Complete statement of Theorem 3.2

Theorem A.1. Consider a linear MDP (Definition 2.1) such that $\boldsymbol{\theta}^{\pi} \in \mathbb{B}\left(D_{\boldsymbol{\theta}}\right)$ for all $\pi \in \Pi$. Further, suppose that $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right) \leq D_{\beta}$. Then, for any comparator policy $\pi^{*} \in \Pi$, the policy output by Algorithm 1 satisfies:

$$
\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\boldsymbol{\pi}_{o u t}}, \boldsymbol{r}\right\rangle\right] \leq \frac{2 D_{\boldsymbol{\beta}}^{2}}{\zeta T}+\frac{\log |\mathcal{A}|}{\alpha T}+\frac{2 D_{\boldsymbol{\theta}}^{2}}{\eta K}+\frac{\zeta G_{\boldsymbol{\beta}, c}^{2}}{2}+\frac{\alpha D_{\boldsymbol{\theta}}^{2} D_{\boldsymbol{\varphi}}^{2}}{2}+\frac{\eta G_{\boldsymbol{\theta}, c}^{2}}{2}
$$

where:

$$
\begin{align*}
& G_{\boldsymbol{\theta}, c}^{2}=3 D_{\boldsymbol{\varphi}}^{2}\left((1-\gamma)^{2}+\left(1+\gamma^{2}\right) D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}\right)  \tag{19}\\
& G_{\boldsymbol{\beta}, c}^{2}=3\left(1+\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}\right) D_{\boldsymbol{\varphi}}^{2(2 c-1)} \tag{20}
\end{align*}
$$

In particular, using learning rates $\eta=\frac{2 D_{\theta}}{G_{\boldsymbol{\theta}, c} \sqrt{K}}, \zeta=\frac{2 D_{\boldsymbol{\beta}}}{G_{\boldsymbol{\beta}, c} \sqrt{T}}$, and $\alpha=\frac{\sqrt{2 \log |\mathcal{A}|}}{D_{\varphi} D_{\boldsymbol{\theta}} \sqrt{T}}$, and setting $K=T \cdot \frac{2 D_{\beta^{2}} G_{\boldsymbol{\beta}, c}^{2}+D_{\theta}^{2} D_{\varphi}^{2} \log |\mathcal{A}|}{2 D_{\boldsymbol{\theta}}^{2} G_{\boldsymbol{\theta}, c}^{2}}$, we achieve $\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\boldsymbol{\pi}_{\text {out }}}, \boldsymbol{r}\right\rangle\right] \leq \epsilon$ with a number of samples $n_{\epsilon}$ that is

$$
O\left(\epsilon^{-4} D_{\boldsymbol{\theta}}^{4} D_{\boldsymbol{\varphi}}^{4} D_{\boldsymbol{\beta}}^{4} \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\|\boldsymbol{\Lambda}\|_{2}^{2 c-1} \log |\mathcal{A}|\right)
$$

By remark A. 2 below, we have that $n_{\epsilon}$ is simply of order $O\left(\varepsilon^{-4} D_{\boldsymbol{\theta}}^{4} D_{\boldsymbol{\varphi}}^{8 c} D_{\boldsymbol{\beta}}^{4} d^{2-2 c} \log |\mathcal{A}|\right)$
Remark A.2. When $c=1 / 2$, the factor $\operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)$ is just $d$, the feature dimension, and $\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}=1$. When $c=1$ and $\boldsymbol{\Lambda}$ is unknown, both $\|\boldsymbol{\Lambda}\|_{2}$ and $\operatorname{Tr}(\boldsymbol{\Lambda})$ should be replaced by their upper bound $D_{\varphi}^{2}$. Then, for $c \in\{1 / 2,1\}$, we have that $\operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\|\boldsymbol{\Lambda}\|_{2}^{2 c-1} \leq D_{\boldsymbol{\varphi}}^{8 c-4} d^{2-2 c}$.

## B Missing Proofs for the Discounted Setting

## B. 1 Proof of Lemma 4.1

Using the choice of comparators described in the lemma, we have

$$
\begin{aligned}
\nu_{\boldsymbol{\beta}^{*}}(s) & =(1-\gamma) \nu_{0}(s)+\gamma\left\langle\boldsymbol{\psi}(s), \boldsymbol{\Lambda}^{c} \boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \mu^{\pi^{*}}\right\rangle \\
& =(1-\gamma) \nu_{0}(s)+\sum_{s^{\prime}, a^{\prime}} P\left(s \mid s^{\prime}, a^{\prime}\right) \mu^{\pi^{*}}\left(s^{\prime}, a^{\prime}\right)=\nu^{\pi^{*}}(s)
\end{aligned}
$$

hence $\mu_{\boldsymbol{\beta}^{*}, \pi^{*}}=\boldsymbol{\mu}^{\pi^{*}}$. From Equation (14) it is easy to see that

$$
\begin{aligned}
f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{t}\right) & =\left\langle\boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}, \boldsymbol{\Lambda}^{c} \boldsymbol{\omega}\right\rangle+\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}-\boldsymbol{\Lambda}^{c} \boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}\right\rangle \\
& =\left\langle\mu^{\pi^{*}}, \boldsymbol{\Phi} \boldsymbol{\omega}\right\rangle=\left\langle\boldsymbol{\mu}^{*}, \boldsymbol{r}\right\rangle
\end{aligned}
$$

Moreover, we also have

$$
\begin{aligned}
v_{\boldsymbol{\theta}_{t}^{*}, \pi_{t}}(s) & =\sum_{a} \pi_{t}(a \mid s)\left\langle\boldsymbol{\theta}^{\pi_{t}}, \boldsymbol{\varphi}(x, a)\right\rangle \\
& =\sum_{a} \pi_{t}(a \mid s) q^{\pi_{t}}(s, a)=v^{\pi_{t}}(s, a)
\end{aligned}
$$

Then, from Equation (15) we obtain

$$
\begin{aligned}
& f\left(\boldsymbol{\theta}_{t}^{*}, \boldsymbol{\beta}_{t}, \pi_{t}\right) \\
& \quad=(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, v^{\pi_{t}}\right\rangle+\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}^{\pi_{t}}-\boldsymbol{\theta}^{\pi_{t}}\right)\right\rangle \\
& \quad=(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, v^{\pi_{t}}\right\rangle+\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c-1} \mathbb{E}_{X, A \sim \mu_{B}}\left[\boldsymbol{\varphi}(X, A) \boldsymbol{\varphi}(X, A)^{\top}\left(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} \boldsymbol{v}^{\pi_{t}}-\boldsymbol{\theta}^{\pi_{t}}\right)\right]\right\rangle \\
& \quad=(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, v^{\pi_{t}}\right\rangle+\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c-1} \mathbb{E}_{X, A \sim \mu_{B}}\left[\left[r(X, A)+\gamma\left\langle p(\cdot \mid X, A), \boldsymbol{v}^{\pi_{t}}\right\rangle-\boldsymbol{q}^{\pi_{t}}(X, A)\right] \boldsymbol{\varphi}(X, A)\right]\right\rangle \\
& \quad=(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, v^{\pi_{t}}\right\rangle=\left\langle\mu^{\pi_{t}}, \boldsymbol{r}\right\rangle
\end{aligned}
$$

where the fourth equality uses that the value functions satisfy the Bellman equation $\boldsymbol{q}^{\pi}=\boldsymbol{r}+\gamma \boldsymbol{P} \boldsymbol{v}^{\pi}$ for any policy $\pi$. The proof is concluded by noticing that, since $\boldsymbol{\pi}_{\text {out }}$ is sampled uniformly from $\left\{\pi_{t}\right\}_{t=1}^{T}, \mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi_{\text {out }}}, \boldsymbol{r}\right\rangle\right]=\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi_{t}}, \boldsymbol{r}\right\rangle\right]$.

## B. 2 Proof of Lemma 4.2

We start by rewriting the terms appearing in the definition of $\mathcal{G}_{T}$ :

$$
\begin{align*}
f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}^{*}\right) & =f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}^{*}, \pi_{t} ; \boldsymbol{\theta}_{t}\right) \\
& +f\left(\boldsymbol{\beta}^{*}, \pi_{t} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}\right) \\
& +f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}^{*}\right) . \tag{21}
\end{align*}
$$

To rewrite this as the sum of the three regret terms, we first note that

$$
f(\boldsymbol{\beta}, \pi ; \boldsymbol{\theta})=\left\langle\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}, \boldsymbol{\omega}-\boldsymbol{\theta}_{t}\right\rangle+\left\langle\nu_{\boldsymbol{\beta}}, v_{\boldsymbol{\theta}_{t}, \pi}\right\rangle,
$$

which allows us to write the first term of Equation (21) as

$$
\begin{aligned}
f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}^{*}, \pi_{t} ; \boldsymbol{\theta}_{t}\right) & =\left\langle\boldsymbol{\Lambda}^{c}\left(\boldsymbol{\beta}^{*}-\boldsymbol{\beta}^{*}\right), \boldsymbol{\omega}-\boldsymbol{\theta}_{t}\right\rangle+\left\langle\nu_{\boldsymbol{\beta}^{*}}, v_{\boldsymbol{\theta}_{t}, \pi^{*}}-v_{\boldsymbol{\theta}_{t}, \pi_{t}}\right\rangle \\
& =\left\langle\nu_{\boldsymbol{\beta}^{*}}, \sum_{a}\left(\pi^{*}(a \mid \cdot)-\pi_{t}(a \mid \cdot)\right)\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}(\cdot, a)\right\rangle\right\rangle,
\end{aligned}
$$

and we have already established in the proof of Lemma C. 3 that $\boldsymbol{\nu}_{\boldsymbol{\beta}^{*}}$ is equal to $\boldsymbol{\nu}^{\boldsymbol{\pi}^{*}}$ for our choice of comparator. Similarly, we use Equation (15) to rewrite the second term of Equation (21) as

$$
\begin{aligned}
f\left(\boldsymbol{\beta}^{*}, \pi_{t} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}\right) & =(1-\gamma)\left\langle\boldsymbol{\nu}_{0}, v_{\boldsymbol{\theta}_{t}, \pi_{t}}-v_{\boldsymbol{\theta}_{t}, \pi_{t}}\right\rangle+\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} v_{\boldsymbol{\theta}_{t}, \pi_{t}}-\boldsymbol{\theta}_{t}\right)\right\rangle \\
& =\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, g_{\boldsymbol{\beta}, t}\right\rangle .
\end{aligned}
$$

Finally, we use Equation (14) to rewrite the third term of Equation (21) as

$$
\begin{aligned}
f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \boldsymbol{\theta}_{t}^{*}\right) & =\left\langle\boldsymbol{\beta}_{t}-\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c} \boldsymbol{\omega}\right\rangle+\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{\boldsymbol{\beta}_{t}, \pi_{t}}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}\right\rangle \\
& =\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, g_{\boldsymbol{\theta}, t}\right\rangle .
\end{aligned}
$$

## B. 3 Regret bounds for stochastic gradient descent / ascent

Lemma B.1. For any dynamic comparator $\boldsymbol{\theta}_{1: T} \in D_{\boldsymbol{\theta}}$, the iterates $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{T}$ of Algorithm 1 satisfy the following regret bound:

$$
\mathbb{E}\left[\sum_{t=1}^{T}\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, g_{\boldsymbol{\theta}, t}\right\rangle\right] \leq \frac{2 T D_{\boldsymbol{\theta}}^{2}}{\eta K}+\frac{3 \eta T D_{\boldsymbol{\varphi}}^{2}\left((1-\gamma)^{2}+\left(1+\gamma^{2}\right) D_{\beta}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}\right)}{2}
$$

Proof. First, we use the definition of $\boldsymbol{\theta}_{t}$ as the average of the inner-loop iterates from Algorithm 1, together with linearity of expectation and bilinearity of the inner product.

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=1}^{T}\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, g_{\boldsymbol{\theta}, t}\right\rangle\right]=\sum_{t=1}^{T} \frac{1}{K} \underbrace{\mathbb{E}\left[\sum_{k=1}^{K}\left\langle\boldsymbol{\theta}_{t, k}-\boldsymbol{\theta}_{t}^{*}, g_{\boldsymbol{\theta}, t}\right\rangle\right]}_{\mathfrak{R}_{t}} . \tag{22}
\end{equation*}
$$

We then appeal to standard stochastic gradient descent analysis to bound each term $\Re_{t}$ separately.
We have already proven in Section 4 that the gradient estimator for $\boldsymbol{\theta}$ is unbiased, that is, $\mathbb{E}_{t, k}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k}\right]=\boldsymbol{g}_{\theta, t}$. It is also useful to recall here that $\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, k}$ does not depend on $\boldsymbol{\theta}_{t, k}$. Next, we show that its second moment is bounded. From Equation (10), plugging in the definition of $\mu_{t, k}$ from Equation (8) and using the abbreviations $\boldsymbol{\varphi}_{t, k}^{0}=\sum_{a} \pi_{t}\left(a \mid x_{t, k}^{0}\right) \boldsymbol{\varphi}\left(x_{t, k}^{0}, a\right), \boldsymbol{\varphi}_{t}=\boldsymbol{\varphi}\left(x_{t, k}, a_{t, k}\right)$, and $\boldsymbol{\varphi}_{t, k}^{\prime}=\sum_{a} \pi_{t}\left(a \mid x_{t, k}^{0}\right) \varphi\left(x_{t, k}^{\prime}, a\right)$, we have:

$$
\begin{aligned}
& \mathbb{E}_{t, k}\left[\left\|\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right\|^{2}\right] \\
& \quad=\mathbb{E}_{t, k}\left[\left\|(1-\gamma) \boldsymbol{\varphi}_{t, k}^{0}+\gamma \boldsymbol{\varphi}_{t, k}^{\prime}\left\langle\boldsymbol{\varphi}_{t k}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle-\boldsymbol{\varphi}_{t, k}\left\langle\boldsymbol{\varphi}_{t k}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right\|^{2}\right] \\
& \quad \leq 3(1-\gamma)^{2} \mathcal{D}_{\boldsymbol{\varphi}}^{2}+3 \gamma^{2} \mathbb{E}_{t, k}\left[\left\|\boldsymbol{\varphi}_{t, k}^{\prime}\left\langle\boldsymbol{\varphi}_{t k}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right\|^{2}\right]+3 \mathbb{E}_{t, k}\left[\left\|\boldsymbol{\varphi}_{t, k}\left\langle\boldsymbol{\varphi}_{t k}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right\|^{2}\right] \\
& \quad \leq 3(1-\gamma)^{2} \mathcal{D}_{\boldsymbol{\varphi}}^{2}+3\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} \mathbb{E}_{t, k}\left[\left\langle\boldsymbol{\varphi}_{t k}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle^{2}\right] \\
& \quad=3(1-\gamma)^{2} \mathcal{D}_{\boldsymbol{\varphi}}^{2}+3\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} \boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \mathbb{E}_{t, k}\left[\boldsymbol{\varphi}_{t k} \boldsymbol{\varphi}_{t k}^{\top}\right] \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t} \\
& \quad=3(1-\gamma)^{2} \mathcal{D}_{\boldsymbol{\varphi}}^{2}+3\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2}\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2}
\end{aligned}
$$

We can then apply Lemma D. 1 with the latter expression as $G^{2}, \mathbb{B}\left(D_{\boldsymbol{\theta}}\right)$ as the domain, and $\eta$ as the learning rate, obtaining:

$$
\begin{aligned}
\mathbb{E}_{t}\left[\sum_{k=1}^{K}\left\langle\boldsymbol{\theta}_{t, k}-\boldsymbol{\theta}_{t}^{*}, g_{\boldsymbol{\theta}, t}\right\rangle\right] & \leq \frac{\left\|\boldsymbol{\theta}_{t, 1}-\boldsymbol{\theta}_{t}^{*}\right\|_{2}^{2}}{2 \eta}+\frac{3 \eta K D_{\boldsymbol{\varphi}}^{2}\left((1-\gamma)^{2}+\left(1+\gamma^{2}\right)\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2}\right)}{2} \\
& \leq \frac{2 D_{\theta}^{2}}{\eta}+\frac{3 \eta K D_{\boldsymbol{\varphi}}^{2}\left((1-\gamma)^{2}+\left(1+\gamma^{2}\right)\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2}\right)}{2}
\end{aligned}
$$

Plugging this into Equation (22) and bounding $\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2} \leq D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}$, we obtain the final result.

Lemma B.2. For any comparator $\boldsymbol{\beta} \in D_{\boldsymbol{\beta}}$, the iterates $\boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{T}$ of Algorithm 1 satisfy the following regret bound:

$$
\mathbb{E}\left[\sum_{t=1}^{T}\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, g_{\boldsymbol{\beta}, t}\right\rangle\right] \leq \frac{2 D_{\boldsymbol{\beta}}^{2}}{\zeta}+\frac{3 \zeta T\left(1+\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}\right) \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)}{2}
$$

Proof. We again employ stochastic gradient descent analysis. We first prove that the gradient estimator for $\boldsymbol{\beta}$ is unbiased. Recalling the definition of $\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}$ from Equation (9),

$$
\begin{aligned}
\mathbb{E}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] & =\mathbb{E}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left(R_{t}+\gamma v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\varphi}_{t}, \boldsymbol{\theta}_{t}\right\rangle\right) \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\boldsymbol{\Lambda}^{c-1}\left(\mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\right] \boldsymbol{\omega}+\gamma \mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} v_{t}\left(X_{t}^{\prime}\right)\right]-\mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\right] \boldsymbol{\theta}_{t}\right) \\
& =\boldsymbol{\Lambda}^{c-1}\left(\boldsymbol{\Lambda} \boldsymbol{\omega}+\gamma \mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} v_{t}\left(X_{t}^{\prime}\right)\right]-\boldsymbol{\Lambda} \boldsymbol{\theta}_{t}\right) \\
& =\boldsymbol{\Lambda}^{c-1}\left(\boldsymbol{\Lambda} \boldsymbol{\omega}+\gamma \mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} \boldsymbol{P}\left(\cdot \mid X_{t}, A_{t}\right) \boldsymbol{v}_{t}\right]-\boldsymbol{\Lambda} \boldsymbol{\theta}_{t}\right) \\
& =\boldsymbol{\Lambda}^{c-1}\left(\boldsymbol{\Lambda} \boldsymbol{\omega}+\gamma \mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\right] \boldsymbol{\Psi} \boldsymbol{v}_{t}-\boldsymbol{\Lambda} \boldsymbol{\theta}_{t}\right) \\
& =\boldsymbol{\Lambda}^{c}\left(\boldsymbol{\omega}+\gamma \boldsymbol{\Psi} v_{\boldsymbol{\theta}_{t}, \pi_{t}}-\boldsymbol{\theta}_{t}\right)=\boldsymbol{g}_{\beta, t},
\end{aligned}
$$

recalling that $\boldsymbol{v}_{t}=\boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi_{t}}$. Next, we bound its second moment. We use the fact that $r \in[0,1]$ and $\left\|\boldsymbol{v}_{t}\right\|_{\infty} \leq\left\|\boldsymbol{\Phi} \boldsymbol{\theta}_{t}\right\|_{\infty} \leq D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}$ to show that

$$
\begin{aligned}
\mathbb{E}\left[\left\|\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}\right\|_{2}^{2} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] & =\mathbb{E}\left[\left\|\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+\gamma v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle\right]\right\|_{2}^{2} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& \leq 3\left(1+\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}\right) \mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t}^{\top} \boldsymbol{\Lambda}^{2(c-1)} \boldsymbol{\varphi}_{t}\right] \\
& =3\left(1+\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}\right) \mathbb{E}_{t}\left[\operatorname{Tr}\left(\boldsymbol{\Lambda}^{2(c-1)} \boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\right)\right] \\
& =3\left(1+\left(1+\gamma^{2}\right) D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}\right) \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)
\end{aligned}
$$

Thus, we can apply Lemma D. 1 with the latter expression as $G^{2}, \mathbb{B}\left(D_{\boldsymbol{\beta}}\right)$ as the domain, and $\zeta$ as the learning rate.

Lemma B.3. The sequence of policies $\pi_{1}, \ldots, \pi_{T}$ of Algorithm 1 satisfies the following regret bound:

$$
\mathbb{E}\left[\sum_{t=1}^{T} \sum_{x \in \mathcal{X}} \nu^{\pi^{*}}(x) \sum_{a}\left(\pi^{*}(a \mid x)-\pi_{t}(a \mid x)\right)\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}(x, a)\right\rangle\right] \leq \frac{\log |\mathcal{A}|}{\alpha}+\frac{\alpha T D_{\varphi}^{2} D_{\boldsymbol{\theta}}^{2}}{2} .
$$

Proof. We just apply mirror descent analysis, invoking Lemma D. 2 with $q_{t}=\Phi \boldsymbol{\theta}_{t}$, noting that $\left\|q_{t}\right\|_{\infty} \leq D_{\varphi} D_{\theta}$. The proof is concluded by trivially bounding the relative entropy as $\mathcal{H}\left(\pi^{*} \| \pi_{1}\right)=$ $\mathbb{E}_{x \sim \pi^{*}}\left[\mathcal{D}\left(\pi(\cdot \mid x) \| \pi_{1}(\cdot \mid x)\right)\right] \leq \log |\mathcal{A}|$.

## C Analysis for the Average-Reward MDP Setting

This section describes the adaptation of our contributions in the main body of the paper to averagereward MDPs (AMDPs). In the offline reinforcement learning setting that we consider, we assume access to a sequence of data points $\left(X_{t}, A_{t}, R_{t}, X_{t}^{\prime}\right)$ in round $t$ generated by a behaviour policy $\pi_{B}$ whose occupancy measure is denoted as $\mu_{B}$. Specifically, we will now draw i.i.d. samples from the undiscounted occupancy measure as $X_{t}, A_{t} \sim \boldsymbol{\mu}_{B}$, sample $X_{t}^{\prime} \sim p\left(\cdot \mid X_{t}, A_{t}\right)$, and compute immediate rewards as $R_{t}=r\left(X_{t}, A_{t}\right)$. For simplicity, we use the shorthand notation $\varphi_{t}=\varphi\left(X_{t}, A_{t}\right)$ to denote the feature vector drawn in round $t$, and define the matrix $\boldsymbol{\Lambda}=\mathbb{E}\left[\varphi\left(X_{t}, A_{t}\right) \varphi\left(X_{t}, A_{t}\right)^{\top}\right]$.
Before describing our contributions, some definitions are in order. An important central concept in the theory of AMDPs is that of the relative value functions of policy $\pi$ defined as

$$
\begin{aligned}
& v^{\pi}(x)=\lim _{T \rightarrow \infty} \mathbb{E}_{\pi}\left[\sum_{t=0}^{T} r\left(X_{t}, A_{t}\right)-\rho^{\pi} \mid X_{0}=x\right] \\
& q^{\pi}(x, a)=\lim _{T \rightarrow \infty} \mathbb{E}_{\pi}\left[\sum_{t=0}^{T} r\left(X_{t}, A_{t}\right)-\rho^{\pi} \mid X_{0}=x, A_{0}=a\right]
\end{aligned}
$$

where we recalled the notation $\rho^{\pi}$ denoting the average reward of policy $\pi$ from the main text. These functions are sometimes also called the bias functions, and their intuitive role is to measure the total amount of reward gathered by policy $\pi$ before it hits its stationary distribution. For simplicity, we will refer to these functions as value functions and action-value functions below.

By their recursive nature, these value functions are also characterized by the corresponding Bellman equations recalled below for completeness

$$
\boldsymbol{q}^{\pi}=\boldsymbol{r}-\rho^{\pi} \mathbf{1}+\boldsymbol{P} \boldsymbol{v}^{\pi}
$$

where $\boldsymbol{v}^{\boldsymbol{\pi}}$ is related to the action-value function as $v^{\pi}(x)=\sum_{a} \pi(a \mid x) q^{\pi}(x, a)$. We note that the Bellman equations only characterize the value functions up to a constant offset. That is, for any policy $\pi$, and constant $c \in \mathbb{R}, \boldsymbol{v}^{\pi}+c \mathbf{1}$ and $\boldsymbol{q}^{\pi}+c \mathbf{1}$ also satisfy the Bellman equations. A key quantity to measure the size of the value functions is the span seminorm defined for $\boldsymbol{q} \in \mathbb{R}^{\mathcal{X} \times \mathcal{A}}$ as $\|\boldsymbol{q}\|_{\text {sp }}=\sup _{(x, a) \in \mathcal{X} \times \mathcal{A}} q(x, a)-\inf _{(x, a) \in \mathcal{X} \times \mathcal{A}} q(x, a)$. Using this notation, the condition of Assumption 5.1 can be simply stated as requiring $\left\|\boldsymbol{q}^{\pi}\right\|_{\text {sp }} \leq D_{q}$ for all $\pi$.
Now, let $\pi^{*}$ denote an optimal policy with maximum average reward and introduce the shorthand notations $\rho^{*}=\rho^{\pi^{*}}, \boldsymbol{\mu}^{*}=\boldsymbol{\mu}^{\pi^{*}}, \boldsymbol{\nu}^{*}=\boldsymbol{\nu}^{\pi^{*}}, \boldsymbol{v}^{*}=\boldsymbol{v}^{\pi^{*}}$ and $\boldsymbol{q}^{*}=\boldsymbol{q}^{\pi^{*}}$. Under mild assumptions on the MDP that we will clarify shortly, the following Bellman optimality equations are known to characterize bias vectors corresponding to the optimal policy

$$
\boldsymbol{q}^{*}=\boldsymbol{r}-\rho^{*} \mathbf{1}+\boldsymbol{P} \boldsymbol{v}^{*}
$$

where $\boldsymbol{v}^{*}$ satisfies $v^{*}(x)=\max _{a} q^{*}(x, a)$. Once again, shifting the solutions by a constant preserves the optimality conditions. It is easy to see that such constant offsets do not influence greedy or softmax policies extracted from the action value functions. Importantly, by a calculation analogous to Equation (3), the action-value functions are exactly realizable under the linear MDP condition (see Definition 2.1) and Assumption 5.2.
Besides the Bellman optimality equations stated above, optimal policies can be equivalently characterized via the following linear program:

$$
\begin{array}{ll}
\operatorname{maximize} & \langle\boldsymbol{\mu}, \boldsymbol{r}\rangle \\
\text { subject to } & \boldsymbol{E}^{\top} \boldsymbol{\mu}=\boldsymbol{P}^{\top} \boldsymbol{\mu} \\
& \langle\boldsymbol{\mu}, \mathbf{1}\rangle=1  \tag{23}\\
& \boldsymbol{\mu} \geq 0
\end{array}
$$

This can be seen as the generalization of the LP stated for discounted MDPs in the main text, with the added complication that we need to make sure that the occupancy measures are normalized ${ }^{1}$ to 1 . By following the same steps as in the main text to relax the constraints and reparametrize the LP, one

[^0]can show that solutions of the LP under the linear MDP assumption can be constructed by finding the saddle point of the following Lagrangian:
\[

$$
\begin{aligned}
\mathfrak{L}(\boldsymbol{\lambda}, \boldsymbol{\mu} ; \rho, \boldsymbol{v}, \boldsymbol{\theta}) & =\rho+\langle\boldsymbol{\lambda}, \boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta}-\rho \varrho\rangle+\langle\boldsymbol{u}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}\rangle \\
& =\rho[1-\langle\boldsymbol{\lambda}, \boldsymbol{\varrho}\rangle]+\left\langle\boldsymbol{\theta}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}-\boldsymbol{\lambda}\right\rangle+\left\langle\boldsymbol{v}, \boldsymbol{\Psi}^{\top} \boldsymbol{\lambda}-\boldsymbol{E}^{\top} \boldsymbol{\mu}\right\rangle .
\end{aligned}
$$
\]

As before, the optimal value functions $\boldsymbol{q}^{*}$ and $\boldsymbol{v}^{*}$ are optimal primal variables for the saddle-point problem, as are all of their constant shifts. Thus, the existence of a solution with small span seminorm implies the existence of a solution with small supremum norm.
Finally, applying the same reparametrization $\boldsymbol{\beta}=\boldsymbol{\Lambda}^{-c} \boldsymbol{\lambda}$ as in the discounted setting, we arrive to the following Lagrangian that forms the basis of our algorithm:

$$
\mathfrak{L}(\boldsymbol{\beta}, \boldsymbol{\mu} ; \rho, \boldsymbol{v}, \boldsymbol{\theta})=\rho+\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c}[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}-\boldsymbol{\theta}-\rho \boldsymbol{\varrho}]\right\rangle+\langle\boldsymbol{\mu}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}\rangle .
$$

We will aim to find the saddle point of this function via primal-dual methods. As we have some prior knowledge of the optimal solutions, we will restrict the search space of each optimization variable to nicely chosen compact sets. For the $\boldsymbol{\beta}$ iterates, we consider the Euclidean ball domain $\mathbb{B}\left(D_{\boldsymbol{\beta}}\right)=\left\{\boldsymbol{\beta} \in \mathbb{R}^{d} \mid\|\boldsymbol{\beta}\|_{2} \leq D_{\boldsymbol{\beta}}\right\}$ with the bound $D_{\boldsymbol{\beta}}>\left\|\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}\right\|_{\boldsymbol{\Lambda}^{-2 c} .}$. Since the average reward of any policy is bounded in $[0,1]$, we naturally restrict the $\rho$ iterates to this domain. Finally, keeping in mind that Assumption 5.1 guarantees that $\left\|\boldsymbol{q}^{\pi}\right\|_{\text {sp }} \leq D_{q}$, we will also constrain the $\boldsymbol{\theta}$ iterates to an appropriate domain: $\mathbb{B}\left(D_{\boldsymbol{\theta}}\right)=\left\{\boldsymbol{\theta} \in \mathbb{R}^{d} \mid\|\boldsymbol{\theta}\|_{2} \leq D_{\boldsymbol{\theta}}\right\}$. We will assume that this domain is large enough to represent all action-value functions, which implies that $D_{\boldsymbol{\theta}}$ should scale at least linearly with $D_{q}$. Indeed, we will suppose that the features are bounded as $\|\varphi(x, a)\|_{2} \leq D_{\varphi}$ for all $(x, a) \in \mathcal{X} \times \mathcal{A}$ so that our optimization algorithm only admits parametric $\boldsymbol{q}$ functions satisfying $\|\boldsymbol{q}\|_{\infty} \leq D_{\varphi} D_{\boldsymbol{\theta}}$. Obviously, $D_{\boldsymbol{\theta}}$ needs to be set large enough to ensure that it is possible at all to represent $\boldsymbol{q}$-functions with span $D_{q}$.

Thus, we aim to solve the following constrained optimization problem:

$$
\min _{\rho \in[0,1], \boldsymbol{v} \in \mathbb{R}^{\mathcal{X}}, \boldsymbol{\theta} \in \mathbb{B}\left(D_{\boldsymbol{\theta}}\right)} \max _{\boldsymbol{\beta} \in \mathbb{B}\left(D_{\boldsymbol{\beta}}\right), \boldsymbol{\mu} \in \mathbb{R}_{+}^{\mathcal{X} \times \mathcal{A}}} \mathfrak{L}(\boldsymbol{\beta}, \boldsymbol{\mu} ; \rho, \boldsymbol{v}, \boldsymbol{\theta}) .
$$

As done in the main text, we eliminate the high-dimensional variables $\boldsymbol{v}$ and $\boldsymbol{\mu}$ by committing to the choices $\boldsymbol{v}=\boldsymbol{v}_{\boldsymbol{\theta}, \pi}$ and $\boldsymbol{\mu}=\boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}$ defined as

$$
\begin{aligned}
v_{\boldsymbol{\theta}, \pi}(x) & =\sum_{a} \pi(a \mid x)\langle\boldsymbol{\theta}, \boldsymbol{\varphi}(x, a)\rangle, \\
\mu_{\boldsymbol{\beta}, \pi}(x, a) & =\pi(a \mid x)\left\langle\boldsymbol{\psi}(x), \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}\right\rangle .
\end{aligned}
$$

This makes it possible to express the Lagrangian in terms of only $\boldsymbol{\beta}, \pi, \rho$ and $\boldsymbol{\theta}$ :

$$
\begin{aligned}
f(\boldsymbol{\beta}, \pi ; \rho, \boldsymbol{\theta}) & =\rho+\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}, \pi}-\boldsymbol{\theta}-\rho \boldsymbol{\varrho}\right]\right\rangle+\left\langle\boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}, \boldsymbol{\Phi} \boldsymbol{\theta}-\boldsymbol{E} \boldsymbol{v}_{\boldsymbol{\theta}, \pi}\right\rangle \\
& =\rho+\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}, \pi}-\boldsymbol{\theta}-\rho \boldsymbol{\varrho}\right]\right\rangle
\end{aligned}
$$

The remaining low-dimensional variables $\boldsymbol{\beta}, \rho, \boldsymbol{\theta}$ are then updated using stochastic gradient descent/ascent. For this purpose it is useful to express the partial derivatives of the Lagrangian with respect to said variables:

$$
\begin{aligned}
\boldsymbol{g}_{\boldsymbol{\beta}} & =\boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}, \pi}-\boldsymbol{\theta}-\rho \boldsymbol{\varrho}\right] \\
g_{\rho} & =1-\left\langle\boldsymbol{\beta}, \boldsymbol{\Lambda}^{c} \boldsymbol{\varrho}\right\rangle \\
\boldsymbol{g}_{\boldsymbol{\theta}} & =\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{\boldsymbol{\beta}, \pi}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}
\end{aligned}
$$

## C. 1 Algorithm for average-reward MDPs

Our algorithm for the AMDP setting has the same double-loop structure as the one for the discounted setting. In particular, the algorithm performs a sequence of outer updates $t=1,2, \ldots, T$ on the policies $\pi_{t}$ and the iterates $\boldsymbol{\beta}_{t}$, and then performs a sequence of updates $i=1,2, \ldots, K$ in the inner loop to evaluate the policies and produce $\boldsymbol{\theta}_{t}, \rho_{t}$ and $\boldsymbol{v}_{t}$. Thanks to the reparametrization $\boldsymbol{\beta}=\boldsymbol{\Lambda}^{-c} \boldsymbol{\lambda}$, fixing $\pi_{t}=\operatorname{softmax}\left(\sum_{k=1}^{t-1} \boldsymbol{\Phi} \boldsymbol{\theta}_{k}\right), \boldsymbol{v}_{t}(x)=\sum_{a \in \mathcal{A}} \pi_{t}(a \mid x)\left\langle\varphi(x, a), \boldsymbol{\theta}_{t}\right\rangle$ for $x \in \mathcal{X}$, and $\mu_{t}(x, a)=\pi_{t}(a \mid x)\left\langle\boldsymbol{\psi}(x), \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}\right\rangle$ in round $t$ we can obtain unbiased estimates of the gradients of $f$ with respect to $\boldsymbol{\theta}, \boldsymbol{\beta}$, and $\rho$. For each primal update $t$, the algorithm uses a single sample transition ( $X_{t}, A_{t}, R_{t}, X_{t}^{\prime}$ ) generated by the behavior policy $\pi_{B}$ to compute an unbiased estimator

```
Algorithm 2 Offline primal-dual method for Average-reward MDPs
    Input: Learning rates \(\zeta, \alpha, \xi, \eta\), initial iterates \(\boldsymbol{\beta}_{1} \in \mathbb{B}\left(D_{\boldsymbol{\beta}}\right), \rho_{0} \in[0,1], \boldsymbol{\theta}_{0} \in \mathbb{B}\left(D_{\boldsymbol{\theta}}\right), \pi_{1} \in \Pi\),
    for \(t=1\) to \(T\) do
        // Stochastic gradient descent:
        Initialize: \(\boldsymbol{\theta}_{t}^{(1)}=\boldsymbol{\theta}_{t-1}\);
        for \(i=1\) to \(K\) do
            Obtain sample \(W_{t, i}=\left(X_{t, i}, A_{t, i}, R_{t, i}, X_{t, i}^{\prime}\right)\);
            Sample \(A_{t, i}^{\prime} \sim \pi_{t}\left(\cdot \mid X_{t, i}^{\prime}\right)\);
            Compute \(\tilde{g}_{\rho, t, i}=1-\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\);
                    \(\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}=\boldsymbol{\varphi}_{t, i}^{\prime}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle-\boldsymbol{\varphi}_{t, i}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle ;\)
            Update \(\rho_{t}^{(i+1)}=\Pi_{[0,1]}\left(\rho_{t}^{(i)}-\xi \tilde{g}_{\rho, t, i}\right)\);
                \(\boldsymbol{\theta}_{t}^{(i+1)}=\Pi_{\mathbb{B}\left(D_{\boldsymbol{\theta}}\right)}\left(\boldsymbol{\theta}_{t}^{(i)}-\eta \tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right)\).
        end for
        Compute \(\rho_{t}=\frac{1}{K} \sum_{i=1}^{K} \rho_{t}^{(i)}\);
            \(\boldsymbol{\theta}_{t}=\frac{1}{K} \sum_{i=1}^{K} \boldsymbol{\theta}_{t}^{(i)} ;\)
        // Stochastic gradient ascent:
        Obtain sample \(W_{t}=\left(X_{t}, A_{t}, R_{t}, X_{t}^{\prime}\right)\);
        Compute \(v_{t}\left(X_{t}^{\prime}\right)=\sum_{a} \pi_{t}\left(a \mid X_{t}^{\prime}\right)\left\langle\varphi\left(X_{t}^{\prime}, a\right), \boldsymbol{\theta}_{t}\right\rangle\);
        Compute \(\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}=\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle-\rho_{t}\right]\);
        Update \(\boldsymbol{\beta}_{t+1}=\Pi_{\mathbb{B}\left(D_{\boldsymbol{\beta}}\right)}\left(\boldsymbol{\beta}_{t}+\zeta \tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}\right) ;\)
        // Policy update:
        Compute \(\pi_{t+1}=\sigma\left(\alpha \sum_{k=1}^{t} \boldsymbol{\Phi} \boldsymbol{\theta}_{k}\right)\).
    end for
    Return: \(\pi_{J}\) with \(J \sim \mathcal{U}(T)\).
```

of the first gradient $g_{\boldsymbol{\beta}}$ for that round as $\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}=\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle-\rho_{t}\right]$. Then, in iteration $i=1, \cdots, K$ of the inner loop within round $t$, we sample transitions ( $X_{t, i}, A_{t, i}, R_{t, i}, X_{t, i}^{\prime}$ ) to compute gradient estimators with respect to $\rho$ and $\boldsymbol{\theta}$ as:

$$
\begin{aligned}
\tilde{g}_{\rho, t, i} & =1-\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle \\
\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i} & =\boldsymbol{\varphi}_{t, i}^{\prime}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle-\boldsymbol{\varphi}_{t, i}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle
\end{aligned}
$$

We have used the shorthand notation $\varphi_{t, i}=\varphi\left(X_{t, i}, A_{t, i}\right), \boldsymbol{\varphi}_{t, i}^{\prime}=\varphi\left(X_{t, i}^{\prime}, A_{t, i}^{\prime}\right)$. The update steps are detailed in the pseudocode presented as Algorithm 2.

We now state the general form of our main result for this setting in Theorem C. 1 below.
Theorem C.1. Consider a linear MDP (Definition 2.1) such that $\boldsymbol{\theta}^{\pi} \in \mathbb{B}\left(D_{\boldsymbol{\theta}}\right)$ for all $\pi \in \Pi$. Further, suppose that $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right) \leq D_{\beta}$. Then, for any comparator policy $\pi^{*} \in \Pi$, the policy output by Algorithm 2 satisfies:
$\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\pi_{\text {out }}}, \boldsymbol{r}\right\rangle\right] \leq \frac{2 D_{\boldsymbol{\beta}}^{2}}{\zeta T}+\frac{\log |\mathcal{A}|}{\alpha T}+\frac{1}{2 \xi K}+\frac{2 D_{\boldsymbol{\theta}}^{2}}{\eta K}+\frac{\zeta G_{\boldsymbol{\beta}, c}^{2}}{2}+\frac{\alpha D_{\boldsymbol{\theta}}^{2} D_{\boldsymbol{\varphi}}^{2}}{2}+\frac{\xi G_{\rho, c}^{2}}{2}+\frac{\eta G_{\boldsymbol{\theta}, c}^{2}}{2}$,
where

$$
\begin{align*}
& G_{\boldsymbol{\beta}, c}^{2}=\operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\boldsymbol{\theta}} D_{\boldsymbol{\varphi}}\right)^{2}  \tag{24}\\
& G_{\rho, c}^{2}=2\left(1+D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}\right)  \tag{25}\\
& G_{\boldsymbol{\theta}, c}^{2}=4 D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1} \tag{26}
\end{align*}
$$

In particular, using learning rates $\zeta=\frac{2 D_{\boldsymbol{\beta}}}{G_{\boldsymbol{\beta}, c} \sqrt{T}}, \alpha=\frac{\sqrt{2 \log |\mathcal{A}|}}{D_{\boldsymbol{\theta}} D_{\varphi} \sqrt{T}}, \xi=\frac{1}{G_{\rho, c} \sqrt{K}}$, and $\eta=\frac{2 D_{\boldsymbol{\theta}}}{G_{\boldsymbol{\theta}, c} \sqrt{K}}$, and setting $K=T \cdot \frac{4 D_{\beta^{2}} G_{\boldsymbol{\beta}, c}^{2}+2 D_{\theta}^{2} D_{\varphi}^{2} \log |\mathcal{A}|}{G_{\rho, c}^{2}+4 D_{\boldsymbol{\theta}}^{2} G_{\boldsymbol{\theta}, c}^{2}}$, we achieve $\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi^{*}}-\boldsymbol{\mu}^{\boldsymbol{\pi}_{o u t}}, \boldsymbol{r}\right\rangle\right] \leq \epsilon$ with a number of samples $n_{\epsilon}$ that is

$$
O\left(\epsilon^{-4} D_{\boldsymbol{\theta}}^{4} D_{\boldsymbol{\varphi}}^{4} D_{\boldsymbol{\beta}}^{4} \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\|\boldsymbol{\Lambda}\|_{2}^{2(2 c-1)} \log |\mathcal{A}|\right)
$$

By remark A.2, we have that $n_{\epsilon}$ is of order $O\left(\varepsilon^{-4} D_{\boldsymbol{\theta}}^{4} D_{\boldsymbol{\varphi}}^{12 c-2} D_{\boldsymbol{\beta}}^{4} d^{2-2 c} \log |\mathcal{A}|\right)$.
Corollary C.2. Assume that the bound of the feature vectors $D_{\varphi}$ is of order $O(1)$, that $D_{\boldsymbol{\omega}}=D_{\boldsymbol{\psi}}=$ $\sqrt{d}$ which together imply $D_{\boldsymbol{\theta}} \leq \sqrt{d}+1+\sqrt{d} D_{q}=O\left(\sqrt{d} D_{q}\right)$ and that $D_{\boldsymbol{\beta}}=c \cdot C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)$ for some positive universal constant c. Then, under the same assumptions of Theorem 3.2, $n_{\varepsilon}$ is of order $O\left(\varepsilon^{-4} D_{q}^{4} C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)^{2} d^{4-2 c} \log |\mathcal{A}|\right)$.

Recall that $C_{\varphi, 1 / 2}$ is always smaller than $C_{\varphi, 1}$, but using $c=1 / 2$ in the algorithm requires knowledge of the covariance matrix $\boldsymbol{\Lambda}$, and results in a slightly worse dependence on the dimension.

The proof of Theorem C. 1 mainly follows the same steps as in the discounted case, with some added difficulty that is inherent in the more challenging average-reward setup. Some key challenges include treating the additional optimization variable $\rho$ and coping with the fact that the optimal parameters $\boldsymbol{\theta}^{*}$ and $\boldsymbol{\beta}^{*}$ are not necessarily unique any more.

## C. 2 Analysis

We now prove our main result regarding the AMDP setting in Theorem C.1. Following the derivations in the main text, we study the dynamic duality gap defined as

$$
\begin{equation*}
\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)=\frac{1}{T} \sum_{t=1}^{T}\left(f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{t}, \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}^{*}, \boldsymbol{\theta}_{t}^{*}\right)\right) . \tag{27}
\end{equation*}
$$

First we show in Lemma C. 3 below that, for appropriately chosen comparator points, the expected suboptimality of the policy returned by Algorithm 2 can be upper bounded in terms of the expected dynamic duality gap.
Lemma C.3. Let $\boldsymbol{\theta}_{t}^{*}$ such that $\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{t}^{*}\right\rangle=\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}^{\pi_{t}}\right\rangle-\inf _{(x, a) \in \mathcal{X} \times \mathcal{A}}\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}^{\pi_{t}}\right\rangle$ holds for all $(x, a) \in \mathcal{X} \times \mathcal{A}$, and let $\boldsymbol{v}_{t}^{*}$ be defined as $\boldsymbol{v}_{t}^{*}(x)=\sum_{a \in \mathcal{A}} \pi_{t}(a \mid x)\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{t}^{*}\right\rangle$ for all $x$. Also, let $\rho_{t}^{*}=\rho^{\pi_{t}}, \pi^{*}$ be an optimal policy, and $\boldsymbol{\beta}^{*}=\boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}$ where $\boldsymbol{\mu}^{*}$ is the occupancy measure of $\pi^{*}$. Then, the suboptimality gap of the policy output by Algorithm 2 satisfies

$$
\mathbb{E}_{T}\left[\left\langle\boldsymbol{\mu}^{*}-\boldsymbol{\mu}^{\pi_{\text {out }}}, \boldsymbol{r}\right\rangle\right]=\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)
$$

Proof. Substituting $\left(\boldsymbol{\beta}^{*}, \pi^{*}\right)=\left(\boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}, \pi^{*}\right)$ in the first term of the dynamic duality gap we have

$$
\begin{aligned}
f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{t}, \boldsymbol{\theta}_{t}\right) & =\rho_{t}+\left\langle\boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi^{*}}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right]\right\rangle \\
& =\rho_{t}+\left\langle\boldsymbol{\mu}^{*}, r+\boldsymbol{P} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi^{*}}-\boldsymbol{\Phi} \boldsymbol{\theta}_{t}-\rho_{t} \mathbf{1}\right\rangle \\
& =\left\langle\boldsymbol{\mu}^{*}, r\right\rangle+\left\langle\boldsymbol{\mu}^{*}, \boldsymbol{E} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi^{*}}-\boldsymbol{\Phi} \boldsymbol{\theta}_{t}\right\rangle+\rho_{t}\left[1-\left\langle\boldsymbol{\mu}^{*}, \mathbf{1}\right\rangle\right] \\
& =\left\langle\boldsymbol{\mu}^{*}, r\right\rangle
\end{aligned}
$$

Here, we have used the fact that $\boldsymbol{\mu}^{*}$ is a valid occupancy measure, so it satisfies the flow constraint $\boldsymbol{E}^{\top} \boldsymbol{\mu}^{*}=\boldsymbol{P}^{\top} \boldsymbol{\mu}^{*}$ and the normalization constraint $\left\langle\boldsymbol{\mu}^{*}, \mathbf{1}\right\rangle=1$. Also, in the last step we have used the definition of $\boldsymbol{v}_{\theta_{t}, \pi^{*}}$ that guarantees that the following equality holds:

$$
\left\langle\boldsymbol{\mu}^{*}, \boldsymbol{\Phi} \boldsymbol{\theta}_{t}\right\rangle=\sum_{x \in \mathcal{X}} \nu^{*}(x) \sum_{a \in \mathcal{A}} \pi^{*}(a \mid x)\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}(x, a)\right\rangle=\sum_{x \in \mathcal{X}} \nu^{*}(x) v_{\boldsymbol{\theta}_{t}, \pi^{*}}(x)=\left\langle\boldsymbol{\mu}^{*}, \boldsymbol{E} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi^{*}}\right\rangle
$$

For the second term in the dynamic duality gap, using that $\pi_{t}$ is $\mathcal{F}_{t-1}$-measurable we write

$$
\begin{aligned}
& f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}^{*}, \boldsymbol{\theta}_{t}^{*}\right) \\
& \quad=\rho_{t}^{*}+\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}^{*}, \pi_{t}}-\boldsymbol{\theta}_{t}^{*}-\rho_{t}^{*} \boldsymbol{\varrho}\right]\right\rangle \\
& \quad=\rho_{t}^{*}+\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c-1} \mathbb{E}_{t}\left[\boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}^{*}, \pi_{t}}-\boldsymbol{\theta}_{t}^{*}-\rho_{t}^{*} \boldsymbol{\varrho}\right]\right]\right\rangle \\
& \quad=\rho_{t}^{*}+\left\langle\boldsymbol{\beta}_{t}, \mathbb{E}_{t}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+\sum_{x, a} p\left(x \mid X_{t}, A_{t}\right) \pi_{t}(a \mid x)\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{t}^{*}\right\rangle-\left\langle\boldsymbol{\varphi}\left(X_{t}, A_{t}\right), \boldsymbol{\theta}_{t}^{*}\right\rangle-\rho_{t}^{*}\right]\right]\right\rangle \\
&\left.\quad=\rho^{\pi_{t}}+\left\langle\boldsymbol{\beta}_{t}, \mathbb{E}_{t}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+\sum_{x, a} p\left(x \mid X_{t}, A_{t}\right) \pi_{t}(a \mid x)\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}^{\pi_{t}}\right\rangle-\left\langle\boldsymbol{\varphi}\left(X_{t}, A_{t}\right), \boldsymbol{\theta}^{\pi_{t}}\right\rangle-\rho^{\pi_{t}}\right]\right]\right\rangle\right) \\
& \quad=\rho^{\pi_{t}}+\left\langle\boldsymbol{\beta}_{t}, \mathbb{E}_{t}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[r\left(X_{t}, A_{t}\right)+\left\langle p\left(\cdot \mid X_{t}, A_{t}\right), v^{\pi_{t}}\right\rangle-q^{\pi_{t}}\left(X_{t}, A_{t}\right)-\rho^{\pi_{t}}\right]\right]\right\rangle \\
& \quad=\rho^{\pi_{t}}=\left\langle\boldsymbol{\mu}^{\pi_{t}}, r\right\rangle
\end{aligned}
$$

where in the fourth equality we used that $\left\langle\boldsymbol{\varphi}(x, a)-\boldsymbol{\varphi}\left(x^{\prime}, a^{\prime}\right), \theta_{t}^{*}\right\rangle=\left\langle\boldsymbol{\varphi}(x, a)-\boldsymbol{\varphi}\left(x^{\prime}, a^{\prime}\right), \theta^{\pi_{t}}\right\rangle$ holds for all $x, a, x^{\prime}, a^{\prime}$ by definition of $\theta_{t}^{*}$. Then, the last equality follows from the fact that the Bellman equations for $\pi_{t}$ imply $q^{\pi_{t}}(x, a)+\rho^{\pi_{t}}=r(x, a)+\left\langle p(\cdot \mid x, a), \boldsymbol{v}^{\pi_{t}}\right\rangle$.

Combining both expressions for $f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{t}, \boldsymbol{\theta}_{t}\right)$ and $f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}^{*}, \boldsymbol{\theta}_{t}^{*}\right)$ in the dynamic duality gap we have:

$$
\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)=\frac{1}{T} \sum_{t=1}^{T}\left(\left\langle\boldsymbol{\mu}^{*}-\boldsymbol{\mu}^{\pi_{t}}, r\right\rangle\right)=\mathbb{E}_{T}\left[\left\langle\boldsymbol{\mu}^{*}-\boldsymbol{\mu}^{\pi_{\text {out }}}, r\right\rangle\right]
$$

The second equality follows from noticing that, since $\boldsymbol{\pi}_{\text {out }}$ is sampled uniformly from $\left\{\pi_{t}\right\}_{t=1}^{T}$, $\mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\boldsymbol{\pi}_{\text {out }}}, \boldsymbol{r}\right\rangle\right]=\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left[\left\langle\boldsymbol{\mu}^{\pi_{t}}, \boldsymbol{r}\right\rangle\right]$. This completes the proof.

Having shown that for well-chosen comparator points the dynamic duality gap equals the expected suboptimality of the output policy of Algorithm 2, it remains to relate the gap to the optimization error of the primal-dual procedure. This is achieved in the following lemma.
Lemma C.4. For the same choice of comparators $\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)$ as in Lemma C. 3 the dynamic duality gap associated with the iterates produced by Algorithm 2 satisfies

$$
\begin{aligned}
& \mathbb{E}\left[\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)\right] \\
& \quad \leq \frac{2 D_{\boldsymbol{\beta}}^{2}}{\zeta T}+\frac{\mathcal{H}\left(\pi^{*} \| \pi_{1}\right)}{\alpha T}+\frac{1}{2 \xi K}+\frac{2 D_{\boldsymbol{\theta}}^{2}}{\eta K} \\
& \quad+\frac{\zeta \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\varphi} D_{\boldsymbol{\theta}}\right)^{2}}{2}+\frac{\alpha D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}}{2}+\xi\left(1+D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}\right)+2 \eta D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1} .
\end{aligned}
$$

Proof. The first part of the proof follows from recognising that the dynamic duality gap can be rewritten in terms of the total regret of the primal and dual players in the algorithm. Formally, we write

$$
\begin{aligned}
& \mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right) \\
& \quad=\frac{1}{T} \sum_{t=1}^{T}\left(f\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{t}, \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}, \boldsymbol{\theta}_{t}\right)\right)+\frac{1}{T} \sum_{t=1}^{T}\left(f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}, \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}^{*}, \boldsymbol{\theta}_{t}^{*}\right)\right) .
\end{aligned}
$$

Using that $\boldsymbol{\beta}^{*}=\boldsymbol{\Lambda}^{-c} \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}^{*}, \boldsymbol{q}_{t}=\left\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}_{t}\right\rangle, \boldsymbol{v}_{t}=\boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi_{t}}$ and that $\boldsymbol{g}_{\boldsymbol{\beta}, t}=\boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{t}-\boldsymbol{\theta}_{t}-\right.$ $\rho_{t} \boldsymbol{\varrho}$ ], we see that term in the first sum can be simply rewritten as

$$
\begin{aligned}
f\left(\boldsymbol{\beta}^{*}, \pi^{*}\right. & \left.; \rho_{t}, \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}, \boldsymbol{\theta}_{t}\right) \\
& =\left\langle\boldsymbol{\beta}^{*}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\mathbf{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi^{*}}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right]\right\rangle-\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi_{t}}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\boldsymbol { O }}\right]\right\rangle \\
& =\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{t}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right]\right\rangle+\left\langle\boldsymbol{\Psi}^{\top} \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}^{*}, \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi^{*}}-\boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi_{t}}\right\rangle \\
& =\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, \boldsymbol{g}_{\boldsymbol{\beta}, t}\right\rangle+\sum_{x \in \mathcal{X}} \nu^{*}(x)\left\langle\pi^{*}(\cdot \mid x)-\pi_{t}(\cdot \mid x), \boldsymbol{q}_{t}(x, \cdot)\right\rangle .
\end{aligned}
$$

In a similar way, using that $\boldsymbol{E}^{\top} \boldsymbol{\mu}_{t}=\boldsymbol{\Psi}^{\top} \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}$ and the definitions of the gradients $g_{\rho, t}$ and $\boldsymbol{g}_{\boldsymbol{\theta}, t}$, the term in the second sum can be rewritten as

$$
\begin{aligned}
f\left(\boldsymbol{\beta}_{t}, \pi_{t} ;\right. & \left.\rho_{t}, \boldsymbol{\theta}_{t}\right)-f\left(\boldsymbol{\beta}_{t}, \pi_{t} ; \rho_{t}^{*}, \boldsymbol{\theta}_{t}^{*}\right) \\
& =\rho_{t}+\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi_{t}}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right]\right\rangle-\rho_{t}^{*}-\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{\boldsymbol{\theta}_{t}^{*}, \pi_{t}}-\boldsymbol{\theta}_{t}^{*}-\rho_{t}^{*} \boldsymbol{\varrho}\right]\right\rangle \\
& =\left(\rho_{t}-\rho_{t}^{*}\right)\left[1-\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c} \boldsymbol{\varrho}\right\rangle\right]-\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}\right\rangle+\left\langle\boldsymbol{E}^{\top} \boldsymbol{\mu}_{t}, \boldsymbol{v}_{\boldsymbol{\theta}_{t}, \pi_{t}}-\boldsymbol{v}_{\boldsymbol{\theta}_{t}^{*}, \pi_{t}}\right\rangle \\
& =\left(\rho_{t}-\rho_{t}^{*}\right)\left[1-\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c} \boldsymbol{\varrho}\right\rangle\right]-\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}\right\rangle+\left\langle\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{t}, \boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}\right\rangle \\
& =\left(\rho_{t}-\rho_{t}^{*}\right)\left[1-\left\langle\boldsymbol{\beta}_{t}, \boldsymbol{\Lambda}^{c} \boldsymbol{\varrho}\right\rangle\right]+\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{t}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}\right\rangle \\
& =\left(\rho_{t}-\rho_{t}^{*}\right) g_{\rho, t}+\left\langle\boldsymbol{\theta}_{t}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{g}_{\boldsymbol{\theta}, t}\right\rangle=\frac{1}{K} \sum_{i=1}^{K}\left(\left(\rho_{t}^{(i)}-\rho_{t}^{*}\right) g_{\rho, t}+\left\langle\boldsymbol{\theta}_{t}^{(i)}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{g}_{\boldsymbol{\theta}, t}\right\rangle\right) .
\end{aligned}
$$

Combining both terms in the duality gap concludes the first part of the proof. As shown below the dynamic duality gap is written as the error between iterates of the algorithm from respective comparator points in the direction of the exact gradients. Formally, we have

$$
\begin{aligned}
\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)= & \frac{1}{T} \sum_{t=1}^{T}\left(\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, \boldsymbol{g}_{\boldsymbol{\beta}, t}\right\rangle+\sum_{x \in \mathcal{X}} \nu^{*}(x)\left\langle\pi^{*}(\cdot \mid x)-\pi_{t}(\cdot \mid x), \boldsymbol{q}_{t}(x, \cdot)\right\rangle\right) \\
& +\frac{1}{T K} \sum_{t=1}^{T} \sum_{i=1}^{K}\left(\left(\rho_{t}^{(i)}-\rho_{t}^{*}\right) g_{\rho, t}+\left\langle\boldsymbol{\theta}_{t}^{(i)}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{g}_{\boldsymbol{\theta}, t}\right\rangle\right) .
\end{aligned}
$$

Then, implementing techniques from stochastic gradient descent analysis in the proof of Lemmas C. 5 to C. 7 and mirror descent analysis in Lemma B.3, the expected dynamic duality gap can be upper bounded as follows:

$$
\begin{aligned}
& \mathbb{E}\left[\mathcal{G}_{T}\left(\boldsymbol{\beta}^{*}, \pi^{*} ; \rho_{1: T}^{*}, \boldsymbol{\theta}_{1: T}^{*}\right)\right] \\
& \quad \leq \frac{2 D_{\boldsymbol{\beta}}^{2}}{\zeta T}+\frac{\mathcal{H}\left(\pi^{*} \| \pi_{1}\right)}{\alpha T}+\frac{1}{2 \xi K}+\frac{2 D_{\boldsymbol{\theta}}^{2}}{\eta K} \\
& \quad+\frac{\zeta \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2}}{2}+\frac{\alpha D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\theta}}^{2}}{2}+\xi\left(1+D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}\right)+2 \eta D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1} .
\end{aligned}
$$

This completes the proof

Proof of Theorem C. 1 First, we bound the expected suboptimality gap by combining Lemma C. 3 and C.4. Next, bearing in mind that the algorithm only needs $T(K+1)$ total samples from the behavior policy we optimize the learning rates to obtain a bound on the sample complexity, thus completing the proof.

## C. 3 Missing proofs for Lemma C. 4

In this section we prove Lemmas C. 5 to C. 7 used in the proof of Lemma C.4. It is important to recall that sample transitions $\left(X_{k}, A_{k}, R_{t}, X_{k}^{\prime}\right)$ in any iteration $k$ are generated in the following way: we draw i.i.d state-action pairs $\left(X_{k}, A_{k}\right)$ from $\boldsymbol{\mu}_{B}$, and for each state-action pair, the next $X_{k}^{\prime}$ is sampled from $p\left(\cdot \mid X_{k}, A_{k}\right)$ and immediate reward computed as $R_{t}=r\left(X_{k}, A_{k}\right)$. Precisely in iteration $i$ of round $t$ where $k=(t, i)$, since $\left(X_{t, i}, A_{t, i}\right)$ are sampled i.i.d from $\boldsymbol{\mu}_{B}$ at this time step, $\mathbb{E}_{t, i}\left[\boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top}\right]=\mathbb{E}_{(x, a) \sim \mu_{B}}\left[\boldsymbol{\varphi}(x, a) \boldsymbol{\varphi}(x, a)^{\top}\right]=\boldsymbol{\Lambda}$.
Lemma C.5. The gradient estimator $\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}$ satisfies $\mathbb{E}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right]=\boldsymbol{g}_{\boldsymbol{\beta}, t}$ and

$$
\mathbb{E}\left[\left\|\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}\right\|_{2}^{2}\right] \leq \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2}
$$

Furthermore, for any $\boldsymbol{\beta}^{*}$ with $\boldsymbol{\beta}^{*} \in \mathbb{B}\left(D_{\boldsymbol{\beta}}\right)$, the iterates $\boldsymbol{\beta}_{t}$ satisfy

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=1}^{T}\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, \boldsymbol{g}_{\boldsymbol{\beta}, t}\right\rangle\right] \leq \frac{2 D_{\boldsymbol{\beta}}^{2}}{\zeta}+\frac{\zeta T \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2}}{2} \tag{28}
\end{equation*}
$$

Proof. For the first part, we remind that $\pi_{t}$ is $\mathcal{F}_{t-1}$-measurable and $\boldsymbol{v}_{t}$ is determined given $\pi_{t}$ and $\boldsymbol{\theta}_{t}$. Then, we write

$$
\begin{aligned}
\mathbb{E}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] & =\mathbb{E}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle-\rho_{t}\right] \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\mathbb{E}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+\mathbb{E}_{x^{\prime} \sim p\left(\cdot \mid X_{t}, A_{t}\right)}\left[v_{t}\left(x^{\prime}\right)\right]-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle-\rho_{t}\right] \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\mathbb{E}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+\left\langle p\left(\cdot \mid X_{t}, A_{t}\right), \boldsymbol{v}_{t}\right\rangle-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle-\rho_{t}\right] \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\mathbb{E}\left[\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{t}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right] \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\boldsymbol{\Lambda}^{c-1} \mathbb{E}\left[\boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right]\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{t}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right] \\
& =\boldsymbol{\Lambda}^{c}\left[\boldsymbol{\omega}+\boldsymbol{\Psi} \boldsymbol{v}_{t}-\boldsymbol{\theta}_{t}-\rho_{t} \boldsymbol{\varrho}\right]=\boldsymbol{g}_{\boldsymbol{\beta}, t}
\end{aligned}
$$

Next, we use the facts that $r \in[0,1]$ and $\left\|\boldsymbol{v}_{t}\right\|_{\infty} \leq\left\|\boldsymbol{\Phi} \boldsymbol{\theta}_{t}\right\|_{\infty} \leq D_{\varphi} D_{\boldsymbol{\theta}}$ to show the following bound:

$$
\begin{aligned}
\mathbb{E}\left[\left\|\tilde{\boldsymbol{g}}_{\boldsymbol{\beta}, t}\right\|_{2}^{2} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] & =\mathbb{E}\left[\left\|\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\left[R_{t}+v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle\right]\right\|_{2}^{2} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\mathbb{E}\left[\left|R_{t}+v_{t}\left(X_{t}^{\prime}\right)-\left\langle\boldsymbol{\theta}_{t}, \boldsymbol{\varphi}_{t}\right\rangle\right|\left\|\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\right\|_{2}^{2} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& \leq \mathbb{E}\left[\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2}\left\|\boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t}\right\|_{2}^{2} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2} \mathbb{E}\left[\boldsymbol{\varphi}_{t}^{\top} \boldsymbol{\Lambda}^{2(c-1)} \boldsymbol{\varphi}_{t} \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& =\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2} \mathbb{E}\left[\operatorname{Tr}\left(\boldsymbol{\Lambda}^{2(c-1)} \boldsymbol{\varphi}_{t} \boldsymbol{\varphi}_{t}^{\top}\right) \mid \mathcal{F}_{t-1}, \boldsymbol{\theta}_{t}\right] \\
& \leq \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2} .
\end{aligned}
$$

The last step follows from the fact that $\boldsymbol{\Lambda}$, hence also $\Lambda^{2 c-1}$, is positive semi-definite, so $\operatorname{Tr}\left(\Lambda^{2 c-1}\right) \geq 0$. Having shown these properties, we appeal to the standard analysis of online gradient descent stated as Lemma D. 1 to obtain the following bound

$$
\mathbb{E}\left[\sum_{t=1}^{T}\left\langle\boldsymbol{\beta}^{*}-\boldsymbol{\beta}_{t}, \boldsymbol{g}_{\boldsymbol{\beta}, t}\right\rangle\right] \leq \frac{\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}^{*}\right\|_{2}^{2}}{2 \zeta}+\frac{\zeta T \operatorname{Tr}\left(\boldsymbol{\Lambda}^{2 c-1}\right)\left(1+2 D_{\boldsymbol{\varphi}} D_{\boldsymbol{\theta}}\right)^{2}}{2}
$$

Using that $\left\|\boldsymbol{\beta}^{*}\right\|_{2} \leq D_{\boldsymbol{\beta}}$ concludes the proof.
Lemma C.6. The gradient estimator $\tilde{g}_{\rho, t, i}$ satisfies $\mathbb{E}_{t, i}\left[\tilde{g}_{\rho, t, i}\right]=g_{\rho, t}$ and $\mathbb{E}_{t, i}\left[\tilde{g}_{\rho, t, i}^{2}\right] \leq 2+$ $2 D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}$. Furthermore, for any $\rho_{t}^{*} \in[0,1]$, the iterates $\rho_{t}^{(i)}$ satisfy

$$
\mathbb{E}\left[\sum_{i=1}^{K}\left(\rho_{t}^{(i)}-\rho_{t}^{*}\right) g_{\rho, t}\right] \leq \frac{1}{2 \xi}+\xi K\left(1+\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2}\right)
$$

Proof. For the first part of the proof, we use that $\boldsymbol{\beta}_{t}$ is $\mathcal{F}_{t, i-1}$-measurable, to obtain

$$
\begin{aligned}
\mathbb{E}_{t, i}\left[\tilde{g}_{\rho, t, i}\right] & =\mathbb{E}_{t, i}\left[1-\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right] \\
& =\mathbb{E}_{t, i}\left[1-\left\langle\boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top} \boldsymbol{\varrho}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right] \\
& =1-\left\langle\boldsymbol{\Lambda}^{c} \boldsymbol{\varrho}, \boldsymbol{\beta}_{t}\right\rangle=g_{\rho, t}
\end{aligned}
$$

In addition, using Young's inequality and $\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2} \leq D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}$ we show that

$$
\begin{aligned}
\mathbb{E}_{t, i}\left[\tilde{g}_{\rho, t, i}^{2}\right] & =\mathbb{E}_{t, i}\left[\left(1-\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right)^{2}\right] \\
& \leq 2+2 \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right] \\
& =2+2\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2} \leq 2+2 D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}
\end{aligned}
$$

For the second part, we appeal to the standard online gradient descent analysis of Lemma D. 1 to bound on the total error of the iterates:

$$
\mathbb{E}\left[\sum_{i=1}^{K}\left(\rho_{t}^{(i)}-\rho_{t}^{*}\right) g_{\rho, t}\right] \leq \frac{\left(\rho_{t}^{(1)}-\rho_{t}^{*}\right)^{2}}{2 \xi}+\xi K\left(1+D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}\right)
$$

Using that $\left(\rho_{t}^{(1)}-\rho_{t}^{*}\right)^{2} \leq 1$ concludes the proof.

Lemma C.7. The gradient estimator $\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}$ satisfies $\mathbb{E}_{t, i}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right]=\boldsymbol{g}_{\boldsymbol{\theta}, t, i}$ and $\mathbb{E}_{t, i}\left[\left\|\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right\|_{2}^{2}\right] \leq$ $4 D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}$. Furthermore, for any $\boldsymbol{\theta}_{t}^{*}$ with $\left\|\boldsymbol{\theta}_{t}^{*}\right\|_{2} \leq D_{\boldsymbol{\theta}}$, the iterates $\boldsymbol{\theta}_{t}^{(i)}$ satisfy

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i=1}^{K}\left\langle\boldsymbol{\theta}_{t}^{(i)}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{g}_{\boldsymbol{\theta}, t, i}\right\rangle\right] \leq \frac{2 D_{\boldsymbol{\theta}}^{2}}{\eta}+2 \eta K D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1} \tag{29}
\end{equation*}
$$

Proof. Since $\boldsymbol{\beta}_{t}, \pi_{t}, \rho_{t}^{i}$ and $\boldsymbol{\theta}_{t}^{i}$ are $\mathcal{F}_{t, i-1}$-measurable, we obtain

$$
\begin{aligned}
\mathbb{E}_{t, i}\left[\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right] & =\mathbb{E}_{t, i}\left[\boldsymbol{\varphi}_{t, i}^{\prime}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle-\boldsymbol{\varphi}_{t, i}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right] \\
& =\boldsymbol{\Phi}^{\top} \mathbb{E}_{t, i}\left[\boldsymbol{e}_{X_{t, i}^{\prime}, A_{t, i}^{\prime}}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right]-\mathbb{E}_{t, i}\left[\boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top}\right] \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t} \\
& =\boldsymbol{\Phi}^{\top} \mathbb{E}_{t, i}\left[\left[\pi_{t} \circ p\left(\cdot \mid X_{t}, A_{t}\right)\right]\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right]-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t} \\
& =\boldsymbol{\Phi}\left[\pi_{t} \circ \boldsymbol{\Psi}^{\top} \mathbb{E}_{t, i}\left[\boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top}\right] \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right]-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t} \\
& =\boldsymbol{\Phi}\left[\pi_{t} \circ \boldsymbol{\Psi}^{\top} \boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}\right]-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t} \\
& =\boldsymbol{\Phi}^{\top} \boldsymbol{\mu}_{t}-\boldsymbol{\Lambda}^{c} \boldsymbol{\beta}_{t}=\boldsymbol{g}_{\boldsymbol{\theta}, t}
\end{aligned}
$$

Next, we consider the squared gradient norm and bound it via elementary manipulations as follows:

$$
\begin{aligned}
\mathbb{E}_{t, i}\left[\left\|\tilde{\boldsymbol{g}}_{\boldsymbol{\theta}, t, i}\right\|_{2}^{2}\right] & =\mathbb{E}_{t, i}\left[\left\|\boldsymbol{\varphi}_{t, i}^{\prime}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle-\boldsymbol{\varphi}_{t, i}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right\|_{2}^{2}\right] \\
& \leq 2 \mathbb{E}_{t, i}\left[\left\|\boldsymbol{\varphi}_{t, i}^{\prime}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right\|_{2}^{2}\right]+2 \mathbb{E}_{t, i}\left[\left\|\boldsymbol{\varphi}_{t, i}\left\langle\boldsymbol{\varphi}_{t, i}, \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right\rangle\right\|_{2}^{2}\right] \\
& =2 \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t, i}\left\|\boldsymbol{\varphi}_{t, i}^{\prime}\right\|_{2}^{2} \boldsymbol{\varphi}_{t, i}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right]+2 \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t, i}\left\|\boldsymbol{\varphi}_{t, i}\right\|_{2}^{2} \boldsymbol{\varphi}_{t, i}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right] \\
& \leq 2 D_{\boldsymbol{\varphi}}^{2} \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right]+2 D_{\boldsymbol{\varphi}}^{2} \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\varphi}_{t, i} \boldsymbol{\varphi}_{t, i}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right] \\
& =2 D_{\boldsymbol{\varphi}}^{2} \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\Lambda} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right]+2 D_{\boldsymbol{\varphi}}^{2} \mathbb{E}_{t, i}\left[\boldsymbol{\beta}_{t}^{\top} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\Lambda} \boldsymbol{\Lambda}^{c-1} \boldsymbol{\beta}_{t}\right] \\
& \leq 4 D_{\boldsymbol{\varphi}}^{2}\left\|\boldsymbol{\beta}_{t}\right\|_{\boldsymbol{\Lambda}^{2 c-1}}^{2} \leq 4 D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}
\end{aligned}
$$

Having verified these conditions, we appeal to the online gradient descent analysis of Lemma D. 1 to show the bound

$$
\mathbb{E}\left[\sum_{i=1}^{K}\left\langle\boldsymbol{\theta}_{t}^{(i)}-\boldsymbol{\theta}_{t}^{*}, \boldsymbol{g}_{\boldsymbol{\theta}, t}\right\rangle\right] \leq \frac{\left\|\boldsymbol{\theta}_{t}^{(1)}-\boldsymbol{\theta}_{t}^{*}\right\|_{2}^{2}}{2 \eta}+2 \eta K D_{\boldsymbol{\varphi}}^{2} D_{\boldsymbol{\beta}}^{2}\|\boldsymbol{\Lambda}\|_{2}^{2 c-1}
$$

We then use that $\left\|\boldsymbol{\theta}_{t}^{*}-\boldsymbol{\theta}_{t}^{(1)}\right\|_{2} \leq 2 D_{\boldsymbol{\theta}}$ for $\boldsymbol{\theta}_{t}^{*}, \boldsymbol{\theta}_{t}^{(1)} \in \mathbb{B}\left(D_{\boldsymbol{\theta}}\right)$, thus concluding the proof.

## D Auxiliary Lemmas

The following is a standard result in convex optimization proved here for the sake of completenesswe refer to Nemirovski \& Yudin [25], Zinkevich [40], Orabona [28] for more details and comments on the history of this result.
Lemma D. 1 (Online Stochastic Gradient Descent). Given $y_{1} \in \mathbb{B}\left(D_{y}\right)$ and $\eta>0$, define the sequences $y_{2}, \cdots, y_{n+1}$ and $h_{1}, \cdots, h_{n}$ such that for $k=1, \cdots, n$,

$$
y_{k+1}=\Pi_{\mathbb{B}\left(D_{y}\right)}\left(y_{k}+\eta \widehat{h}_{k}\right)
$$

and $\widehat{h}_{k}$ satisfies $\mathbb{E}\left[\widehat{h}_{k} \mid \mathcal{F}_{k-1}\right]=h_{k}$ and $\mathbb{E}\left[\left\|\widehat{h}_{k}\right\|_{2}^{2} \mid \mathcal{F}_{k-1}\right] \leq G^{2}$. Then, for $y^{*} \in \mathbb{B}\left(D_{y}\right)$ :

$$
\mathbb{E}\left[\sum_{k=1}^{n}\left\langle y^{*}-y_{k}, h_{k}\right\rangle\right] \leq \frac{\left\|y_{1}-y^{*}\right\|_{2}^{2}}{2 \eta}+\frac{\eta n G^{2}}{2}
$$

Proof. We start by studying the following term:

$$
\begin{aligned}
\left\|y_{k+1}-y^{*}\right\|_{2}^{2} & =\left\|\Pi_{\mathbb{B}\left(D_{y}\right)}\left(y_{k}+\eta \widehat{h}_{k}\right)-y^{*}\right\|_{2}^{2} \\
& \leq\left\|y_{k}+\eta \widehat{h}_{k}-y^{*}\right\|_{2}^{2} \\
& =\left\|y_{k}-y^{*}\right\|_{2}^{2}-2 \eta\left\langle y^{*}-y_{k}, \widehat{h}_{k}\right\rangle+\eta^{2}\left\|\widehat{h}_{k}\right\|_{2}^{2}
\end{aligned}
$$

The inequality is due to the fact that the projection operator is a non-expansion with respect to the Euclidean norm. Since $\mathbb{E}\left[\widehat{h}_{k} \mid \mathcal{F}_{k-1}\right]=h_{k}$, we can rearrange the above equation and take a conditional expectation to obtain

$$
\begin{aligned}
\left\langle y^{*}-y_{k}, h_{k}\right\rangle & \leq \frac{\left\|y_{k}-y^{*}\right\|_{2}^{2}-\mathbb{E}\left[\left\|y_{k+1}-y^{*}\right\|_{2}^{2} \mid \mathcal{F}_{k-1}\right]}{2 \eta}+\frac{\eta}{2} \mathbb{E}\left[\left\|\widehat{h}_{k}\right\|_{2}^{2} \mid \mathcal{F}_{k-1}\right] \\
& \leq \frac{\left\|y_{k}-y^{*}\right\|_{2}^{2}-\mathbb{E}\left[\left\|y_{k+1}-y^{*}\right\|_{2}^{2} \mid \mathcal{F}_{k-1}\right]}{2 \eta}+\frac{\eta G^{2}}{2}
\end{aligned}
$$

where the last inequality is from $\mathbb{E}\left[\left\|\widehat{h}_{k}\right\|_{2}^{2} \mid \mathcal{F}_{k-1}\right] \leq G^{2}$. Finally, taking a sum over $k=1, \cdots, n$, taking a marginal expectation, evaluating the resulting telescoping sum and upper-bounding negative terms by zero we obtain the desired result as

$$
\begin{aligned}
\mathbb{E}\left[\sum_{k=1}^{n}\left\langle y^{*}-y_{k}, \hat{h}_{k}\right\rangle\right] & \leq \frac{\left\|y_{1}-y^{*}\right\|_{2}^{2}-\mathbb{E}\left[\left\|y_{n+1}-y^{*}\right\|_{2}^{2}\right]}{2 \eta}+\frac{\eta}{2} \sum_{k=1}^{n} G^{2} \\
& \leq \frac{\left\|y_{1}-y^{*}\right\|_{2}^{2}}{2 \eta}+\frac{\eta n G^{2}}{2}
\end{aligned}
$$

The next result is a similar regret analysis for mirror descent with the relative entropy as its distance generating function. Once again, this result is standard, and we refer the interested reader to Nemirovski \& Yudin [25], Cesa-Bianchi \& Lugosi [7], Orabona [28] for more details. For the analysis, we recall that $\mathcal{D}$ denotes the relative entropy (or Kullback-Leibler divergence), defined for any $p, q \in \Delta_{\mathcal{A}}$ as $\mathcal{D}(p \| q)=\sum_{a} p(a) \log \frac{p(a)}{q(a)}$, and that, for any two policies $\pi$, $\pi^{\prime}$, we define the conditional entropy ${ }^{2} \mathcal{H}\left(\pi \| \pi^{\prime}\right) \doteq \sum_{x \in \mathcal{X}} \nu^{\pi}(x) \mathcal{D}\left(\pi(\cdot \mid x) \| \pi^{\prime}(\cdot \mid x)\right)$.

[^1]Lemma D. 2 (Mirror Descent). Let $q_{t}, \ldots, q_{T}$ be a sequence of functions from $\mathcal{X} \times \mathcal{A}$ to $\mathbb{R}$ so that $\left\|q_{t}\right\|_{\infty} \leq D_{q}$ for $t=1, \ldots, T$. Given an initial policy $\pi_{1}$ and a learning rate $\alpha>0$, define the sequence of policies $\pi_{2}, \ldots, \pi_{T+1}$ such that, for $t=1, \ldots, T$ :

$$
\pi_{t+1}(a \mid x) \propto \pi_{t} e^{\alpha q_{t}(x, a)}
$$

Then, for any comparator policy $\pi^{*}$ :

$$
\sum_{t=1}^{T} \sum_{x \in \mathcal{X}} \nu^{\pi^{*}}(x)\left\langle\pi^{*}(\cdot \mid x)-\pi_{t}(\cdot \mid x), q_{t}(x, \cdot)\right\rangle \leq \frac{\mathcal{H}\left(\pi^{*} \| \pi_{1}\right)}{\alpha}+\frac{\alpha T D_{q}^{2}}{2}
$$

Proof. We begin by studying the relative entropy between $\pi^{*}(\cdot \mid x)$ and iterates $\pi_{t}(\cdot \mid x), \pi_{t+1}(\cdot \mid x)$ for any $x \in \mathcal{X}$ :

$$
\begin{aligned}
\mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{t+1}(\cdot \mid x)\right)= & \mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{t}(\cdot \mid x)\right)-\sum_{a \in \mathcal{A}} \pi^{*}(a \mid x) \log \frac{\pi_{t+1}(a \mid x)}{\pi_{t}(a \mid x)} \\
= & \mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{t}(\cdot \mid x)\right)-\sum_{a \in \mathcal{A}} \pi^{*}(a \mid x) \log \frac{e^{\alpha q_{t}(x, a)}}{\sum_{a^{\prime} \in \mathcal{A}} \pi_{t}\left(a^{\prime} \mid x\right) e^{\alpha q_{t}\left(x, a^{\prime}\right)}} \\
= & \mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{t}(\cdot \mid x)\right)-\alpha\left\langle\pi^{*}(\cdot \mid x), q_{t}(x, \cdot)\right\rangle+\log \sum_{a \in \mathcal{A}} \pi_{t}(a \mid x) e^{\alpha q_{t}(x, a)} \\
= & \mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{t}(\cdot \mid x)\right)-\alpha\left\langle\pi^{*}(\cdot \mid x)-\pi_{t}(\cdot \mid x), q_{t}(x, \cdot)\right\rangle \\
& +\log \sum_{a \in \mathcal{A}} \pi_{t}(a \mid x) e^{\alpha q_{t}(x, a)}-\alpha \sum_{a \in \mathcal{A}} \pi_{t}(a \mid x) q_{t}(x, a) \\
\leq & \mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{t}(\cdot \mid x)\right)-\alpha\left\langle\pi^{*}(\cdot \mid x)-\pi_{t}(\cdot \mid x), q_{t}(x, \cdot)\right\rangle+\frac{\alpha^{2}\left\|q_{t}(x, \cdot)\right\|_{\infty}^{2}}{2}
\end{aligned}
$$

where the last inequality follows from Hoeffding's lemma (cf. Lemma A. 1 in 7). Next, we rearrange the above equation, sum over $t=1, \cdots, T$, evaluate the resulting telescoping sum and upper-bound negative terms by zero to obtain

$$
\sum_{t=1}^{T}\left\langle\pi^{*}(\cdot \mid x)-\pi_{t}(\cdot \mid x), q_{t}(x, \cdot)\right\rangle \leq \frac{\mathcal{D}\left(\pi^{*}(\cdot \mid x) \| \pi_{1}(\cdot \mid x)\right)}{\alpha}+\frac{\alpha\left\|q_{t}(x, \cdot)\right\|_{\infty}^{2}}{2}
$$

Finally, using that $\left\|q_{t}\right\|_{\infty} \leq D_{q}$ and taking an expectation with respect to $x \sim \nu^{\pi^{*}}$ concludes the proof.

## E Detailed Computations for Comparing Coverage Ratios

For ease of comparison, we just consider discounted linear MDPs (Definition 2.1).
Definition E.1. Recall the following definitions of coverage ratio given by different authors in the offline RL literature:

1. $C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)=\mathbb{E}_{X, A \sim \mu^{*}}[\boldsymbol{\varphi}(X, A)]^{\top} \boldsymbol{\Lambda}^{-2 c} \mathbb{E}_{X, A \sim \mu^{*}}[\boldsymbol{\varphi}(X, A)]$
(Ours)
2. $C^{\diamond}\left(\pi^{*} ; \pi_{B}\right)=\mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\varphi}(X, A)^{\top} \boldsymbol{\Lambda}^{-1} \boldsymbol{\varphi}(X, A)\right]$
(e.g., Jin et al. [14])
3. $C^{\dagger}\left(\pi^{*} ; \pi_{B}\right)=\sup _{y \in \mathbb{R}^{d}} \frac{y^{\top} \mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\varphi}(X, A) \boldsymbol{\varphi}(X, A)^{\top}\right] y}{y^{\top} \mathbb{E}_{X, A \sim \mu_{B}}\left[\boldsymbol{\varphi}(X, A) \boldsymbol{\varphi}(X, A)^{\top}\right] y}$
(e.g., Uehara \& Sun [32])
4. $C_{\mathcal{F}, \pi}\left(\pi^{*} ; \pi_{B}\right)=\max _{f \in \mathcal{F}} \frac{\left\|f-\mathcal{T}^{\pi} f\right\|_{\mu^{*}}^{2}}{\left\|f-\mathcal{T}^{f} f\right\|_{\mu_{B}}^{2}}$
(e.g., Xie et al. [36]),
where $c \in\{1,2\}, \boldsymbol{\Lambda}=\mathbb{E}_{X, A \sim \mu_{B}}\left[\boldsymbol{\varphi}(X, A) \boldsymbol{\varphi}(X, A)^{\top}\right]$ (assumed invertible), $\mathcal{F} \subseteq \mathbb{R}^{\mathcal{X} \times \mathcal{A}}$, and $\mathcal{T}^{\pi}: \mathcal{F} \rightarrow \mathbb{R}$ defined as $\left(\mathcal{T}^{\pi} f\right)(x, a)=r(x, a)+\gamma \sum_{x^{\prime}, a^{\prime}} p\left(x^{\prime} \mid x, a\right) \pi\left(a^{\prime} \mid x^{\prime}\right) \bar{f}\left(x^{\prime}, a^{\prime}\right)$ is the Bellman operator associated to policy $\pi$.

The following is a generalization of the low-variance property from Section 6.
Proposition E.2. Let $\mathbb{V}[Z]=\mathbb{E}\left[\|Z-\mathbb{E}[Z]\|^{2}\right]$ for a random vector $Z$. Then

$$
C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)=\mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\varphi}(X, A)^{\top} \boldsymbol{\Lambda}^{-2 c} \boldsymbol{\varphi}(X, A)\right]-\mathbb{V}_{X, A \sim \mu^{*}}\left[\boldsymbol{\Lambda}^{-c} \boldsymbol{\varphi}(X, A)\right]
$$

Proof. We just rewrite $C_{\varphi, c}$ from Definition E. 1 as

$$
C_{\varphi, c}\left(\pi^{*} ; \pi_{B}\right)=\left\|\mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\Lambda}^{-c} \boldsymbol{\varphi}(X, A)\right]\right\|^{2}
$$

The result follows from the elementary property of variance $\mathbb{V}[Z]=\mathbb{E}\left[\|Z\|^{2}\right]-\|\mathbb{E}[Z]\|^{2}$.
Proposition E.3. $C^{\dagger}\left(\pi^{*} ; \pi_{B}\right) \leq C^{\diamond}\left(\pi^{*} ; \pi_{B}\right) \leq d C^{\dagger}\left(\pi^{*} ; \pi_{B}\right)$.
Proof. Let $\left(X^{*}, A^{*}\right) \sim \mu^{*}$ and $\boldsymbol{M}=\mathbb{E}\left[\boldsymbol{\varphi}\left(X^{*}, A^{*}\right) \boldsymbol{\varphi}\left(X^{*}, A^{*}\right)\right]$. First, we rewrite $C^{\diamond}$ as

$$
\begin{align*}
C^{\diamond}\left(\pi^{*} ; \pi_{B}\right) & =\mathbb{E}\left[\boldsymbol{\varphi}\left(X^{*}, A^{*}\right)^{\top} \boldsymbol{\Lambda}^{-1} \boldsymbol{\varphi}\left(X^{*}, A^{*}\right)\right] \\
& =\mathbb{E}\left[\operatorname{Tr}\left(\boldsymbol{\varphi}\left(X^{*}, A^{*}\right)^{\top} \boldsymbol{\Lambda}^{-1} \boldsymbol{\varphi}\left(X^{*}, A^{*}\right)\right)\right] \\
& =\mathbb{E}\left[\operatorname{Tr}\left(\boldsymbol{\varphi}\left(X^{*}, A^{*}\right) \boldsymbol{\varphi}\left(X^{*}, A^{*}\right)^{\top} \boldsymbol{\Lambda}^{-1}\right)\right]  \tag{30}\\
& =\operatorname{Tr}\left(\boldsymbol{M} \boldsymbol{\Lambda}^{-1}\right)  \tag{31}\\
& =\operatorname{Tr}\left(\boldsymbol{\Lambda}^{-1 / 2} \boldsymbol{M} \boldsymbol{\Lambda}^{-1 / 2}\right), \tag{32}
\end{align*}
$$

where we have used the cyclic property of the trace (twice) and linearity of trace and expectation. Note that, since $\boldsymbol{\Lambda}$ is positive definite, it admits a unique positive definite matrix $\boldsymbol{\Lambda}^{1 / 2}$ such that $\boldsymbol{\Lambda}=\boldsymbol{\Lambda}^{1 / 2} \boldsymbol{\Lambda}^{1 / 2}$. We rewrite $C^{\dagger}$ in a similar fashion

$$
\begin{align*}
C^{\dagger}\left(\pi^{*} ; \pi_{B}\right) & =\sup _{y \in \mathbb{R}^{d}} \frac{y^{\top} \boldsymbol{M} y}{y^{\top} \boldsymbol{\Lambda} y} \\
& =\sup _{z \in \mathbb{R}^{d}} \frac{z^{\top} \boldsymbol{\Lambda}^{-1 / 2} \boldsymbol{M} \boldsymbol{\Lambda}^{-1 / 2} z}{z^{\top} z}  \tag{33}\\
& =\lambda_{\max }\left(\boldsymbol{\Lambda}^{-1 / 2} \boldsymbol{M} \boldsymbol{\Lambda}^{-1 / 2}\right), \tag{34}
\end{align*}
$$

where $\lambda_{\max }$ denotes the maximum eigenvalue of a matrix. We have used the fact that both $M$ and $\boldsymbol{\Lambda}$ are positive definite and the min-max theorem. Since the quadratic form $\boldsymbol{\Lambda}^{-1 / 2} \boldsymbol{M} \boldsymbol{\Lambda}^{-1 / 2}$ is also positive definite, and the trace is the sum of the (positive) eigenvalues, we get the desired result.
Proposition E. 4 (cf. the proof of Theorem 3.2 from [36]). Let $\mathcal{F}=\left\{f_{\boldsymbol{\theta}}:(x, a) \mapsto\langle\boldsymbol{\varphi}(x, a), \boldsymbol{\theta}\rangle \mid \boldsymbol{\theta} \in\right.$ $\left.\Theta \subseteq \mathbb{R}^{d}\right\}$ where $\varphi$ is the feature map of the linear MDP. Then

$$
C_{\mathcal{F}, \pi}\left(\pi^{*} ; \pi_{B}\right) \leq C^{\dagger}\left(\pi^{*} ; \pi_{B}\right)
$$

with equality if $\Theta=\mathbb{R}^{d}$.

Proof. Fix any policy $\pi$ and let $\mathcal{T}=\mathcal{T}^{\pi}$. By linear Bellman completeness of linear MDPs [13], $\mathcal{T} f \in \mathcal{F}$ for any $f \in \mathcal{F}$. For $f_{\boldsymbol{\theta}}:(x, a) \mapsto\langle\varphi(x, a), \boldsymbol{\theta}\rangle$, let $\mathcal{T} \boldsymbol{\theta} \in \Theta$ be defined so that $\mathcal{T} f_{\boldsymbol{\theta}}$ : $(x, a) \mapsto\langle\boldsymbol{\varphi}(x, a), \mathcal{T} \boldsymbol{\theta}\rangle$. Then

$$
\begin{align*}
C_{\mathcal{F}, \pi}\left(\pi^{*} ; \pi_{B}\right) & =\max _{f \in \mathcal{F}} \frac{\mathbb{E}_{X, A \sim \mu^{*}}\left[(f(X, A)-\mathcal{T} f(X, A))^{2}\right]}{\mathbb{E}_{X, A \sim \mu_{B}}\left[(f(X, A)-\mathcal{T} f(X, A))^{2}\right]}  \tag{35}\\
& \leq \max _{\boldsymbol{\theta} \in \mathbb{R}^{d}} \frac{\mathbb{E}_{X, A \sim \mu^{*}}\left[\langle\boldsymbol{\varphi}(X, A), \boldsymbol{\theta}-\mathcal{T} \boldsymbol{\theta}\rangle^{2}\right]}{\mathbb{E}_{X, A \sim \mu_{B}}\left[\langle\boldsymbol{\varphi}(X, A), \boldsymbol{\theta}-\mathcal{T} \boldsymbol{\theta}\rangle^{2}\right]}  \tag{36}\\
& =\max _{y \in \mathbb{R}^{d}} \frac{\mathbb{E}_{X, A \sim \mu^{*}}\left[\langle\boldsymbol{\varphi}(X, A), y\rangle^{2}\right]}{\mathbb{E}_{X, A \sim \mu_{B}}\left[\langle\boldsymbol{\varphi}(X, A), y\rangle^{2}\right]}  \tag{37}\\
& =\max _{y \in \mathbb{R}^{d}} \frac{y^{\top} \mathbb{E}_{X, A \sim \mu^{*}}\left[\boldsymbol{\varphi}(X, A) \boldsymbol{\varphi}(X, A)^{\top}\right] y}{y^{\top} \mathbb{E}_{X, A \sim \mu_{B}}\left[\boldsymbol{\varphi}(X, A) \boldsymbol{\varphi}(X, A)^{\top}\right] y} \tag{38}
\end{align*}
$$

where the inequality in Equation (36) holds with equality if $\Theta=\mathbb{R}^{d}$.


[^0]:    ${ }^{1}$ This is necessary because of the absence of $\nu_{0}$ in the LP, which would otherwise fix the scale of the solutions.

[^1]:    ${ }^{2}$ Technically speaking, this quantity is the conditional entropy between the occupancy measures $\mu^{\pi}$ and $\mu^{\pi^{\prime}}$. We will continue to use this relatively imprecise terminology to keep our notation light, and we refer to Neu et al. [27] and Bas-Serrano et al. [2] for more details.

